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EDITOR'S NOTE: 
IJME CELEBRATES TEN YEARS OF SERVICE 

 
 

Philip Weinsier, IJME Manuscript Editor 
                                          

IJME: 10-Year Anniversary 
 
 IJME is proud to offer this anniversary issue, celebrating 
ten years of service to the engineering community. The edi-
tors and staff of IJME would like to take this opportunity to 
sincerely thank all of the authors who have contributed to 
this journal over the years. Embarking now on a second dec-
ade, we would also like to welcome both returning authors 
and authors new to the publishing scene. 
 

IAJC Journals 
 
IAJC, the parent organization of IJME and IJERI, is a 

first-of-its-kind, pioneering organization acting as a global, 
multilayered umbrella consortium of academic journals, 
conferences, organizations, and individuals committed to 
advancing excellence in all aspects of education related to 
engineering and technology. IAJC is fast becoming the asso-
ciation of choice for many researchers and faculty, due to its 
high standards, personal attention, fast-track publishing, 
biennial IAJC conferences, and its diversity of journals—
IJME, IJERI and about 10 other partner journals. 

 
Only weeks before we went to print, IAJC took over the 

editorship of a third journal:  the Technology Interface Jour-
nal, stewarded since 1996 by its founding editor, Dr. Jeff 
Beasley. Everyone at IAJC would like to thank Dr. Beasley 
for all that he has done for the field of engineering technol-
ogy. In spite of its expansion to the international market, the 
newly named Technology Interface International Journal 
(TIIJ) will continue its dedication to the field of engineering 
technology and adhere to the same publishing standards set 
forth by the IAJC Board of Directors.  

 

Current Issue 
 
The acceptance rate for this issue was roughly 30%. And, 

due to the hard work of the IJME editorial review board, I 
am confident that you will appreciate the articles published 
here. IJME, along with IJERI and TIIJ, are available online 
(www.tiij.org , www.ijme.us & www.ijeri.org) and in print. 

IAJC-ASEE 2011  
Joint International Conference 
 

The editors and staff at IAJC would like to thank you, our 
readers, for your continued support and look forward to see-
ing you at the next IAJC conference. Look for details on any 
of the IAJC, IJME or IJERI web sites as well as upcoming 
email updates. Please also look through our extensive web 
site (www.iajc.org) for information on chapters, membership 
and benefits, and journals. 
 
 This third biennial IAJC conference will be a partnership 
with the American Society for Engineering Education 
(ASEE) and will be held at the University of Hartford, CT, 
April 15-16, 2011. The IAJC-ASEE Conference Committee 
is pleased to invite faculty, students, researchers, engineers, 
and practitioners to present their latest accomplishments and 
innovations in all areas of engineering, engineering technol-
ogy, math, science and related technologies.   
 
 Presentation papers selected from the conference will be 
considered for publication in one of the three IAJC journals 
or other member journals. Oftentimes, these papers, along 
with manuscripts submitted at-large, are reviewed and pub-
lished in less than half the time of other journals. Please re-
fer to the publishing details at the back of this journal, or 
visit any of our web sites. 
 

International Review Board 
 
IJME is steered by IAJC’s distinguished Board of Direc-

tors and is supported by an international review board con-
sisting of prominent individuals representing many well-
known universities, colleges, and corporations in the United 
States and abroad. To maintain this high-quality journal, 
manuscripts that appear in the Articles section have been 
subjected to a rigorous review process. This includes blind 
reviews by three or more members of the international edito-
rial review board—with expertise in a directly related 
field—followed by a detailed review by the journal editors. 
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DESIGN PROTOTYPING FOR MANUFACTURABILITY 
 

Molu Olumolade, Central Michigan University; Daniel M. Chen, Central Michigan University; Hing Chen, Central Michigan University 
 

Abstract  
 

Prototyping is one of the best ways to ensure Design for 
Manufacturability (DFM), and to bring all areas of a com-
pany involved in getting a product to market to come to-
gether and work for a common goal. Decisions made during 
this design stage will ultimately determine the cost of pro-
ducing the product. In this study, the authors evaluated the 
concept of concurrently designing a part, modifying it, and 
further evaluating the design through prototyping to ensure 
that the part can be efficiently and effectively manufactured. 
Presented here is the examination of the interrelationship 
between Computer-Aided Design and Computer-Aided 
Manufacturing (CAD/CAM) for designing a part and the 
ability to make modifications (at no expense to functional-
ity) for preparing the part for manufacturability.  
 

Introduction 
 

Among others elements, manufacturing competitiveness 
requires sustained growth and earnings by building customer 
loyalty through the creation of high-value products in a very 
dynamic global market. Not only are most companies under 
pressure to develop products within rapidly shrinking time 
periods, companies must also build products, which can be 
manufactured, produced, serviced and maintained. In ac-
complishing this task, it is evident that one must strive for 
functional design, while keeping in mind that a functional 
design must be manufacturable and reliable. Product design-
ers, therefore, have the responsibility for a product that 
meets all the characteristics of functionality, reliability, ap-
pearance, and cost effectiveness. 
 
 Prior to the concept of design for manufacturability 
(DFM), designers had worked alone or in the company of 
other designers in isolated areas dedicated to such opera-
tions. Typically, completion of the design would be sent to 
manufacturing without much interaction, leaving manufac-
turing with the option of struggling with a part that is not 
designed for manufacturability or rejecting it only when it is 
too late to change the design. Hence, successful product de-
velopment requires tools like DFM [1]. 
 

The most efficient fashion by which manufacturability can 
be secured is to develop the part in multi-functional teams 
with early and active participation of all involved, as shown 
in Figure 1. That is, the concept of design for manufactura-
bility must include some elements of concurrent engineer-

ing, where each of the modifications of a designed part rep-
resent a transformational relationship between specifica-
tions, outputs and the concept the manufacturing represents 
[2]. Prasad [2] also asserts that “At the beginning of the 
transformation, the modifications of the design are gradually 
in abstract forms. As more and more of the specifications are 
satisfied, the product begins to take shape.” Existing ap-
proaches to evaluating product manufacturability can be 
classified as: 1) direct or rule-based approaches [3] or 2) 
indirect or plan-based approaches [4]. The direct approaches 
have been considered to be more useful in domains such as 
near-net-shape manufacturing and less suitable for machined 
or electronics components, where interactions among manu-
facturing operations make it difficult to determine manufac-
turability of a design directly from the design description 
[5]. 
 

A product begins with a need, which is identified based on 
customer and market demands. The product goes through 
two major processes from conceptualization of the idea to 
the finished product: the design process and the manufactur-
ing process. These two functions are the main areas in any 
production setting and, therefore, the interrelationship be-
tween them must always be of paramount importance to any 
product designer. Crow [6] asserts that design effectiveness 
is improved and integration facilitated when: 

 
• Fewer active parts are utilized through standardiza-

tion, simplification and group technology retrieval 
of information related to existing or preferred prod-
ucts and processes. 

 
• Producibility is improved through incorporation of 

DFM practices. 
 

• Design alternatives are evaluated and design tools 
are used to develop a more mature and producible 
design before release for production. 

 
• Product and process design includes a framework to 

balance product quality with design effort and 
product robustness. 
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Prototyping is a simplification of a product concept. It is 

tested under a certain range of conditions to approximate the 
performances constructed to control possible variability in 
the tests, and is ultimately used to communicate empirical 
data about the part so that development decisions may be 
made with high confidence at reduced risk [7]. Prototyping 
evolves from computer-aided engineering (CAE). The ques-
tion again is who should decide on prototyping the design.   
 

Computer-Aided Design/  
Manufacturing (CAD/CAM) 
 
    Creating a CAD file interface increases the productivity of 
a designer, improves the quality of design and establishes a 
manufacturing database. Initially, CAD systems were con-
ceived as automated drafting stations in which computer-
controlled plotters produced engineering drawings. CAM, on 
the other hand, was developed to effectively plan, manage, 
and control manufacturing functions. According to Rehg and 
Kraebber [8], the evolution of CAD/CAM technology has 
made it possible to integrate many technical device areas 
that have for so long developed separately. CAD/CAM is the 
integration of design and manufacturing activities by means 
of computer systems. Methods used to manufacture a prod-
uct are a direct function of its design and, therefore, the inte-
grations of the two systems must always be considered when 
designing a product for manufacturability. CAD/CAM estab-
lishes a direct link between product-design and manufactur-
ing departments. The goal of CAD/CAM is not only to 
automate certain phases of design and certain phases of 
manufacturing, but also to automate the transition from de-
sign to manufacturing.     
 
    In this study, the interrelationship between Computer-
Aided Design and Computer-Aided Manufacturing 
(CAD/CAM) was explored to concurrently design a product 

and produce a prototype of the design to ensure manufac-
turability that is efficient in terms of cost and appearance. 
For simplicity, the design was based on operations per-
formed on general-purpose equipment such as Computer 
Numerically Controlled (CNC) machines. This was selected 
in order to enhance the progressive design of the product and 
because of such advantages as reduced lead-time, process 
optimization, and reduced setup and change-over times. 
 
    In a concurrent design environment, all departments in-
volved work together by providing information pertinent to 
each department to the designer in order to solve the design 
problem. Through this cooperation, the designer has access 
to information from these departments at any time so that an 
evaluation of the design can be performed. In order to effec-
tively do this, necessary information includes a manufac-
turability assessment, total amount of materials to be re-
moved, desired tolerance and surface finish, cutting parame-
ters and the machining time. By concurrently including both 
the manufacturing and production departments, the designer 
will be conversant on the machine floor, that is, capabilities 
of available machines, cutting tools and also the materials, 
dimensions, tolerances and surface finish. The information 
in serial engineering flows in succession from phase to phase 
[9]. This information will be compared to enhance the manu-
facturability of design feature.  
 

Problem Definition and Approach 
 

The fundamental reason for designing a part is so that it 
can eventually be manufactured. In a traditional design cy-
cle, manufacturing is often considered just a step that comes 
only after the design is complete (Figure 2).   
 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 

CONCEPT 

DESIGN 

DESCRIPTION 

MANUFACTURE 

PRODUCT 

Figure 2. CAD/CAM Current State 

Figure 1. Partial Concurrent Product Design Phase

Product 
Design 
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support 
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With this approach, it becomes very difficult to coordinate 
the activities of those individuals involved in getting a prod-
uct to the marketplace, and measure manufacturability to 
achieve overall system objectives. It cannot be denied, then, 
that the best way to achieve manufacturability is when both 
parties work together from the inception to the end of the 
design, as shown in Figure 3. Even though the designer 
works to bring the part into a position to be manufactured, 
he/she must maintain constant communication with manu-
facturing.  

 
Manufacturing can be a major factor in design thinking 

and also provide such information as the state of manufac-
turing resources that might not otherwise be known to the 
designer. This cooperation helps identify manufacturing 
problems at the design stage, thereby minimizing the total 
cost of the part, improving the quality, and accelerating the 
introduction of the product into the marketplace. Certain  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
design decisions greatly influence design for manufactura-
bility and associated costs, and it is imperative that a de-
signer understands the impact of these decisions early in the 
design process.  
 

It is evident that the easier a part is to manufacture, the 
easier it will be for the part to respond to elements of inter-
changeability. That is, putting one part together with other 
parts that have been designed to the same criteria ensures 
easy assembly. A typical design process for manufacturing 
systems is often grouped into three stages. The first stage 
determines and characterizes three key components of the 
system: products produced, machines used, and the material-
handling system used. For each component, designers usu-
ally have many alternatives, each alternative with different 
features and costs. Once the alternatives of the three compo-
nents have been decided upon and characterized, the second 
stage is to integrate them and generate design alternatives. 
The third stage is to evaluate these design alternatives to see 
if they are economically justified in terms of manufacturabil-
ity. 
 

Efforts have been made to replace the human expert de-
signer with artificial intelligence, neural networks and ge-
netic algorithms [10]. These approaches have shown some 
potential in some areas but are limited in application. After a 
thorough analysis of all possible alternatives, the authors feel 
that design prototyping will bring the two most important 
departments (design and manufacturing) together as a team. 
The process considers the modification of the part design, as 
shown in Figure 4, and evaluates it for manufacturing feasi-
bility [11]. This takes into consideration part design and 
production requirements that make it easier, more efficient 
and effective for manufacturability. The prototype considers 
the selection of a suitable material such that the part is pro-
ducible in large quantities, and maintainable.  
 

Design Procedure and Discussion 
 

The most elusive part of the term CAD/CAM is that de-
ceptively simple oblique stroke, which links the two halves. 
Design (CAD) and manufacture (CAM) are best thought of 
as totally distinct and separate operations (figure 2) per-
formed by different people, in different places, and at differ-
ent times, using different tools and different skills. Based on 
this concept, once a design is complete, the designer’s work 
is done. The designer simply hands the finished description 
of the object over to manufacturing, which uses the informa-
tion as a guide to manufacture the part and, consequently, 
transform the concept into a product.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The process involves two groups, design and manufactur-
ing, that must work together to ensure effective and eco-
nomic manufacturability of the part. The design process be-
gins with the redesigning of the part translated from the solid 
model in Figure 4 into the simulated design of Figure 5(a), 
using I-DEAS (Integrated Design Engineering Analysis 
Software). I-DEAS is solids-based, simulation-driven soft-

Figure 4. Solid Part Model Design 

Design ManufactureDescription 

Product 

Concept 

Figure 3. CAD/CAM Proposed State 
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ware that provides full-function design analysis, drafting, 
testing and Numerical Control (NC) programming in support 
of mechanical design automation. It is a complete Mechani-
cal Computer-Aided Engineering (MCAE) system. How-
ever, in order to enhance flexibility and adaptation to other 
systems, and manufacture a prototype of the part, the NC 
codes for this design were developed using the Mastercam 
(CAM) software. Mastercam was used in order to enhance 
the integration of two different software packages in order to 
increase flexibility and still maintain the level of concur-
rency needed to keep both design and manufacturing fully 
involved. Had this process been completely carried out in I-
DEAS, the level of involvement of manufacturing would 
still have been reduced to a minimum. The use of Mastercam 
provided the concurrency and the interaction needed be-
tween design and manufacturing. In providing the most effi-
cient design, the design meets all geometric specifications to 
within the parameters of resources available. 

 
    The initial part was designed following all geometric di-
mensioning and specifications. The part drawing was saved 
in I-DEAS, while the process moved to Mastercam software, 
where the part design was exported from I-DEAS as an 
IGES (Initial Graphics Exchange System) file to Mastercam. 
Mastercam gives programmers the power to capture their 
knowledge and build on their experiences. Using this soft-
ware, the programmer has available the tools to modify any 
element of the part and immediately get updated tool paths 
without starting over.  
 

In Figure 5a, which is the original part presented in Figure 
4, the tool path was developed and simulated, and the result 
was saved and the part modified. The two designs were 
functionally identical. However, by simply reworking from 
two components to one, manufacturability was enhanced and 
manufacturing costs were reduced by more than 42 percent, 
as determined from code and time savings. The reduction of 
individual components made the final part easier to manu-
facture. After the original part was completed, the part was 
imported to Mastercam and NC codes were generated. Ini-
tially, the program resulted in 52,000 blocks of NC code 
being generated, and took 9.38 minutes of simulation time. 
After several iterations, the codes were reduced to 30,000 
blocks and simulation time reduced to 4¾ minutes.  
 

In the actual prototyping of the part, the CNC milling cen-
ter was used. The manufacturing times for both designs—
initial and modified—were measured during processing. For 
the initial stage of milling, the time observed was 4.0 hours, 
while a time of 2.37 hours was recorded for the modified 
version. 
 

 

 

 

 

 

 

 

 

 

 
The design process can be viewed as a sequence of deci-

sions performed iteratively based on uncertain information. 
Beginning from the earliest phases of the process, decisions 
were made that define the overall design strategies and their 
impact on manufacturing feasibility. In order to further en-
hance concurrency, flow between design and manufacturing, 
and to improve the design and manufacturing efficiency, the 
evaluation of tooling, material, clamping methods and ma-
chine setup were being performed, while the design was still 
being concluded. The resulting prototype, which was made 
out of wax, is shown in Figure 6. 

 

 

 

 

 

 

 

 

 
 
 

Conclusion 
 

Design for manufacturability (DFM) is the process of pro-
actively designing products to optimize all of the manufac-
turing functions, and to assure the best cost, quality, reliabil-
ity, regulatory compliance, safety, time-to-market, and cus-
tomer satisfaction. Early consideration of manufacturing 

Figure 5.  Part Design with Toolpaths Simulation 

(a) (b) 

Figure 6. Actual Prototype 
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issues shortens product development time, minimizes devel-
opment cost, and ensures a smooth transition into production 
for quicker time-to-market.   
 

The process described here about design and prototyping 
for manufacturability, looks at the intersection of CAD and 
CAM and develops a process in which a part is designed and 
all necessary codes to manufacture it are generated and eva-
luated for easy manufacturability. Subsequent geometry 
changes are made until the part can be manufactured effi-
ciently and economically, employing the integration of two 
software packages that respectively capture part design and 
production. 

 
In order to avoid pitfalls, design and manufacturing engi-

neers must work together, understand and use many tools of 
modern product development and design for manufacturabil-
ity. It is no longer acceptable in the modern manufacturing 
environment for any of these individuals to work in isola-
tion. 
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FOR A GRID-CONNECTED 

MULTIFUNCTIONAL POWER CONVERTER 
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Abstract 
 
 An effective control algorithm for a grid-connected multi-
functional power converter is proposed and verified through 
computer simulation using MATLAB software. The pro-
posed control algorithm performs suppression of harmonics 
and reactive power and compensation of an unbalanced 
phase current with the conventional function of active and 
reactive power control of the energy storage system. This 
multifunctional control utilizes a grid-connected power con-
verter to convert it into an uninterruptible power supply 
(UPS). In this paper, the proposed control algorithm using 
instantaneous power control theory is verified through simu-
lation using MATLAB. The results are discussed in detail 
along with mathematical models. 
 

Introduction 
 
 Power electronics technology has been widely applied to 
many major industrial systems. In these applications, a great 
deal of harmonic power is generated from the nonlinear 
loads of power equipment. The generated harmonics cause 
serious power-system interference and degrade power qual-
ity and system security as well [1] - [3]. Recent increases in 
power demand require more power plant construction; how-
ever, environmental problems and cost factors make it diffi-
cult to build as many new facilities as needed. Today, the 
battery energy storage system is considered an alternative 
for solving these short-term power-demand problems [4] - 
[8].  
 
 Battery energy storage in use with a second battery has the 
effect of daily peak load shedding by storing power at night 
and supplying power to the load during the daytime, thus 
improving the power factor (PF) by supplying reactive 
power. This system controls the active power by voltage 
phase difference and the reactive power by voltage magni-
tude using conventional power-control theory. However, 
with this system it is also necessary to establish additional 
compensation devices without compensation function for 
different orders of the harmonics and phase unbalance prob-
lems that frequently occur. 
 

 This paper proposes an operation control algorithm for a 
multifunctional battery energy storage system that adds an 
active filter function to eliminate harmonics to the ac-
tive/reactive control function and phase unbalance compen-
sation. The proposed control algorithm is based on instanta-
neous power-control theory and has the function of active 
power control, harmonics and reactive power suppression as 
well as unbalanced phase current compensation. In order to 
verify the effectiveness of the proposed algorithm, simula-
tion using MATLAB was performed and the results are dis-
cussed in detail. 
 

Multifunctional Power Converter 
Basic Structure  
 
 The multifunctional power converter is a unit that can 
perform the role of active power control, suppression of 
harmonics and reactive power, and phase unbalance com-
pensation. The proposed multifunctional power converter 
system consists of a three-phase inverter, a battery for charg-
ing and discharging of power, and an output controller as 
shown in Figure 1. The main source of voltage is a three-
phase 380V, 60Hz supply, which supplies 8kW to the load. 
The multifunctional power converter is designed to supply 
10kW of power to the load. The voltage of the battery is 
between 300V and 400V dc. The turns ratio of the isolation 
transformer is 1:1.   
 

 
Figure 1. Basic structure of the proposed multifunctional  
power converter 
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 The voltage-source inverter and the sinusoidal pulse-width 
modulator (SPWM) were adopted as the method of switch-
ing power devices utilizing insulated-gate bipolar transistors 
(IGBTs). The controller performs the on and off switching 
function of the IGBT device, according to the control algo-
rithm presented below, by measuring the three-phase volt-
ages and the load current. In general, the battery as an en-
ergy storage system is unnecessary for the active power filter 
itself; however, it is installed to control the active power in 
the proposed system. 
 

Conventional Control Algorithm 
 
 Instantaneous power is divided into active and reactive 
power. Instantaneous reactive power includes the power 
component from all kinds of disturbances exclusive of active 
power, as well as reactive power as a quantity newly defined 
as instantaneous power.  
 The conventional control algorithm performs the function 
of harmonics and reactive power suppression by setting the 
calculated reactive power component as the reference value 
that needs to be compensated for by the device. For a gen-
eral three-phase power system, the instantaneous voltage, va, 
vb, vc, and the current, ia, ib, ic, are expressed as instantaneous 
space vectors as in equation (1). 
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[ ] t
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cba
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vvvv
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=
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       (1)    

 
 The instantaneous active power of a three-phase circuit, p, 
which is expressed as the dot product of the instantaneous 
voltage and the current space vectors, can then be given by 
 

           ccbbaa ivivivivp ++=⋅=
−−

                       (2) 
 
 For the instantaneous reactive power, the vector product of 
the instantaneous voltage and the current space vectors can 
also be defined as a new instantaneous reactive power vec-
tor, q. 
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 From equations (1) and (3), equation (4) is obtained. 
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 The instantaneous reactive power vector defined in equa-
tion (3) is a non-active power component, that is, the com-

ponent of extracting instantaneous active power from a 
three-phase circuit, which is defined as the instantaneous 

reactive power vector. The instantaneous active (
−

pi ) and 

reactive (
−

qi ) current vectors are defined using equations (2) 
and (3) as follows: 
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 In order to prove the propriety of the instantaneous active 
and reactive current vectors, the following properties for ip 
and iq are considered. 
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 Using the vector product formula, 

b)ca(a)cb(c)ba( ⋅+⋅−=××− , equation (8) is obtained 
from equation (7). 
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 This shows that any three-phase current vector, i, can be 
reduced to two components, pi and qi . The reactive current, 

qi , is orthogonal to the voltage vector, v , and the active 

current, pi , is parallel to the voltage vector, v . Only the 

instantaneous active current vector, pi , is related to the in-
stantaneous active power because the instantaneous active 
power is the dot product of vectors. This theory is proved by 
showing that 0iv q =⋅ and 0iv p =× . 
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 Therefore, pi is the active current component parallel to 

the voltage vector, v , and qi is the reactive current compo-

nent orthogonal to v . It is also shown that pi and qi are mu-
tually orthogonal [9] - [12].  More detailed descriptions were 
derived from this work.  
 

Proposed New Control Algorithm 
 
 A multifunctional control algorithm for active power, 
harmonics and reactive power suppression, and unbalanced 
phase-current compensation is proposed in this paper. The 
major goal of the algorithm is to maintain the three-phase, 
sinusoidal voltage and current relationships regardless of 
load conditions. This means that the source provides the 
only constant active power in parallel with the multifunc-
tional power converter. The proposed control algorithm sets 
the instantaneous active power as the reference for the com-
pensator. 
 
 As described above, with the instantaneous source voltage 
and the load current that are given in equation (1), the in-
stantaneous active power provided from the source to the 
load is given as equation (2) and the instantaneous active 
current component can be presented as mentioned above. If 
the instantaneous active power given in equation (2) is a 

constant, the desired three-phase current component,
___

sdi , 
which is required in order to provide the active power from 
the source, can be obtained by equation (5). Then, the multi-
functional power supply is controlled to provide the sum of 
the components to subtract the source current from the load 

current,
−

Li , and previously-determined active-current com-

mand, 
___

cp
*i , for the reactive power control. The current 

command,
−
*
ci , which must be provided by the multifunc-

tional power supply, is given in equation (11). 
                             

−−−−

+−= *
cpsdL

*
c iiii            (11) 

 
 For a load such as the rectifier in which the oscillation 
occurs in three-phase active power, the dc component of 
active power can be extracted using a low-pass filter (LPF). 
The low-pass filter is designed with a cut-off frequency of 
10Hz and -40dB/decade of roll-off. Equation (12) shows the 
transfer function of the designed filter, and Figure 2 depicts 
the frequency response of the filter, which is represented 
using a Bode plot. 

                                 
  

2.769s8.50s
2.769)s(LPF 2 ++

=                      (12) 

 

 
Figure 2. Frequency response of the low-pass filter 

 
 The dc component of the extracted active power is defined 
as pdc, and the desired source current for providing Pdc is 
calculated using equation (5) as  

                                                      
−

−−
⋅

= v
vv

pi dc
_

sd                              (13) 

 
The desired current command that must be provided by the 
multifunctional power supply is then expressed as follows:    

                   
−−−

−= sdL
*
cd iii                 (14) 

 
If the desired active power from the multifunctional power 
supply is defined as pn, the active current command to pro-
vide pn from the multifunctional power supply is represented 
as  

                    
−

−−

−

⋅
= v

vv

pi n*
cpn                   (15)  

 
Therefore, the final current command of the multifunctional 
power supply is expressed as 
                        

                   
−−−

−= *
cpn

*
cD

*
c iii                 (16) 

 
 The block diagram of the control algorithm proposed in 
this paper is shown in Figure 3, and the controller performs 
functions such as active power control, reactive power and 
phase unbalance compensation, and harmonic suppression 
[13]. 
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Figure 3. Block diagram of the proposed controller 

 

Simulation Results 
 
 In order to show the effectiveness of the proposed control 
algorithm, simulation was performed using MATLAB soft-
ware with the assumption of the parallel operation of the 
multifunction power supply. The simulation was performed 
for the following functions: active power control, harmonics 
and reactive power suppression, unbalanced phase current 
compensation, and the connection with a rectifier load. The 
simulation results on the horizontal axis are the time in sec-
onds. 
 

Real Power Control 
 
 An 18kW active-power load was connected to the power 
system. The simulation of a case where the source only sup-
plies 8kW of active power was performed, setting the output 
command of active power of the multifunctional power sup-
ply at 10kW. The simulation results are illustrated in Figure 
4. It shows that the multifunctional power supply provides 
10kW of active power after about a 0.15s transient period. 
The transient is caused by the second-order response proper-
ties of the LPF. 
  

 

 

 
Figure 4. Real active power of the load, source,  
and inverter in W 
 

Harmonics and Reactive Power  
Control 
 
 A simulation for including 20% of the third harmonics and 
10% of the fifth harmonics in the current provided to the 
load was performed. Results for 20% of the third harmonics 
and 10% of the fifth harmonics of phase-A system voltage 
and phase-A load current are shown in Figure 5, which indi-
cates that the load current includes a lot of harmonics.  
 

 

 
Figure 5. Waveforms of voltage in V and current in A including 
harmonics 
 
 In case the multifunctional power supply does not operate, 
the current shown in Figure 5 will be provided by the source. 
However, if the equipment does operate, then the sinusoidal 
current without any ripples will be supplied by the power 
supply after a transient phenomenon period of 0.15s as 
shown in Figure 6. The current waveform 
provided from the proposed equipment is shown in Figure 7. 
 

 
Figure 6. Current waveform in A after applying the proposed 
algorithm 
 
 For the current outputs in Figure 5 and Figure 7, the 
changes of active and reactive power are shown in Figure 8 
and Figure 9, respectively. As indicated in Figure 8 and Fig-
ure 9, the source only supplies the DC voltage and the oscil-
lation component of active power by the proposed algorithm, 
and the reactive power is provided from the multifunctional 
power supply. 
 

 
Figure 7. Current waveform in A of the  
multifunctional power supply 
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Figure 8. Active power of load, source and  
multifunctional power supply in W 
 

 

 

 
Figure 9. Reactive power of load, source and  
multifunctional power supply in W 
 

Unbalanced Phase Current  
Compensation 
 
 In the three-phase system, the worst situation of unbal-
anced phase current occurs when only a phase current is 
supplied, and the other two phases have no current supply. 
The simulation results for this case are described in the fol-
lowing figures. The load-current waveform of the unbal-
anced phase is shown in Figure 10, and the current wave-
form supplied from the source is given in Figure 11. The 
current waveform supplied from the multifunctional power 
converter is illustrated in Figure 12. It is clearly shown, from 
Figure 10 to Figure 12, that the proposed control algorithm 
was successfully applied to the compensation of the unbal-
anced phase-current problem. 
 
 
 
 

 

 

 
Figure 10. Waveforms of the phases A and B load currents  
in A for the unbalanced system 
  

 
Figure 11. Waveform of phase-A current in A  
for unbalanced phase 
 

 

 

 
Figure 12. Waveforms of the three-phase current in A of the 
multifunctional power supply 
 

Connection with the Rectifier Load 
 
 A simulation was also performed for the case of a rectifier 
connected as a load. The waveforms of the three-phase load 
currents are given in Figure13.   
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Figure 13. Waveforms of the rectifier load currents in A 

  
 The source voltage waveforms are shown in Figure 14 and 
indicate that the proposed algorithm functions successfully 
in this case also. Through several simulations, as mentioned 
above, it was proved that the proposed algorithm effectively 
performs real-power control, harmonics and reactive power 
suppression, and unbalanced phase current compensation as 
expected. 
 

 

 

 
Figure 14. Waveforms of the source currents in A 

 

Conclusions 
 
 The operation control algorithm of a multifunctional pow-
er supply was proposed by adding functions such as active 
filters, harmonics and reactive power suppression, and un-
balanced phase compensation to a conventional energy stor-
age system for peak load shedding and load equalization. 
The major goal of the algorithm is to maintain the three-
phase, sinusoidal voltage and current relationships regardless 
of load conditions, which means that the source provides the 
only constant active power in parallel with the proposed 
multifunctional power converter. The proposed control algo-
rithm was based on instantaneous power theory and setting 

the instantaneous active power as the reference for the com-
pensator.   
 
 Through computer simulation using MATLAB, the effec-
tiveness of the proposed control algorithm was demon-
strated. 
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Abstract 
 

In this study, the authors present a novel fuzzy-logic sig-
nal-processing and sensor-fusion algorithm with quaternion 
implementation to compute dummy kinematic parameters in 
a vehicle crash event using inertial sensing. This algorithm is 
called Quaternion Fuzzy Logic Adaptive Signal Processing 
for Biomechanics (QFLASP-B). This algorithm is efficient 
and uses 3 rates obtained using gyroscopes and 3 accelera-
tions obtained using accelerometers (one gyro and acceler-
ometer pair per axis) to compute kinematic parameters in a 
crash event. In this study, this QFLASP-B algorithm was 
validated using MSC-ADAMS and Life-Mod simulation 
software. In virtual simulations of crash testing, the problem 
of forward kinematics was solved using MSC-ADAMS and 
Life-Mod to obtain body accelerations and body angular 
velocities. The inverse kinematic problem of computing in-
ertial solution using body rates and accelerations was solved 
using QFLASP-B.  

 
The results of these two analyses were then compared. 

The results revealed close similarities. In the experimental 
validation, the solution obtained from the Nine Accelerome-
ter Package (NAP) was compared with the solution obtained 
from the three gyros and three accelerometers, or Inertial 
Measurement Unit (IMU), using the QFLASP-B algorithm 
for head orientation computation. These results were also 
closely aligned. The QFLASP-B algorithm is computation-
ally efficient and versatile. It is capable of very high data 
rates enabling real-time solution computation and kinematic 
parameters determination. The adaptive filtering in 
QFLASP-B enables engineers to use low-cost MEMS gyro-
scopes and accelerometers, about $30 each, which are typi-
cally noisy and show significant temperature dependence 
and bias drift—both short-term and long-term—to obtain 
meaningful and accurate results with the superior signal-
processing and sensor-fusion algorithm. It is anticipated that 
this inertial tracking/sensing approach will provide an inex-
pensive alternative for engineers interested in measuring 
kinematic parameters in a crash event.  

 

Introduction 
 

Motor vehicle accidents result in more than 40,000 fatali-
ties and three million injuries each year in the United States. 
To increase occupant safety, it is important to study vehicle 

occupant kinematics and the mechanisms that generate the 
forces that injure vehicle occupants during crashes. Re-
searchers have studied this problem from theoretical and 
practical aspects [1], [2]. Crash testing is routinely carried 
out to evaluate crashworthiness. Crash testing of dummies 
(Hybrid-II or III) and their kinematics plays a significant 
role in understanding occupant/pedestrian motion in crashes. 
There are various techniques currently used to record and 
understand vehicle–occupant or vehicle-pedestrian interac-
tion. It is critical to know the positions and orientations of 
various body segments of a crash-test dummy in a typical 
crash event. This data is utilized to understand injury me-
chanism, severity of injury, effectiveness of seatbelts or air-
bags in order to determine the overall safety rating of the 
vehicle. There are various sensing techniques used to track 
the motion of a dummy in the crash scenario. Some of the 
widely used techniques for motion capture and sensing are 
high-speed video, accelerometry Nine Accelerometer Pack-
age (NAP) and inertial sensors [1]-[4]. Similar techniques 
are also used in Augmented Reality (AR) and Virtual Reality 
(VR) applications [5]-[6] for motion sensing.  

 
The objective of this study was to present a novel soft-

ware signal-processing algorithm and its applications to 
compute dummy kinematic parameters using inertial sens-
ing. Currently, the sensors used for crash testing (like ATA 
rate-sensors gyroscopes and Endevco accelerometers) are 
very expensive, bulky and have strict power-conditioning 
and mounting requirements. In other words, using a sensor 
suit made up of currently-available hardware is not only 
expensive but also time consuming. Fortunately, recent ad-
vances in Micro Electro-Mechanical Systems (MEMS) tech-
nology have brought solid-state, integrated low-cost MEMS 
accelerometers and gyroscopes to market, which can theo-
retically be used for sensing applications. 

 
These MEMS sensors, despite their low cost, suffer from 

drift, scale-factor nonlinearity, noise and cross-axis errors 
[7]. It is almost impossible to use these sensors directly for 
crash testing applications. In this study, the authors present a 
smart Fuzzy Logic Adaptive Signal Processing (FLASP) 
algorithm that would enable engineers to use these low-cost 
MEMs sensors for accurate inertial sensing of kinematic 
parameters.  

 
Some of the commercially-available IMUs are shown in 

Figure 1 [8]-[10]. In this study, Archangel's IMU, known as 
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IM3 (Inertial Measurement Cube), was used to implement 
the QFLASP-B algorithm. IM3 is a six-axis Inertial Meas-
urement Unit (IMU) system in a single ¾” cube. This cube 
measures and thermally compensates accelerations in 3 or-
thogonal axes (local X, Y and Z) and rotational velocities in 
three orthogonal axes (about local X, Y and X) and com-
putes orientations, positions and velocities via an onboard 
DSP. 

 

 
a) Archangel IM3 

 

 
b) Sparkfun IMU 

 

 
c) Analog Devices IMU 

 
Figure 1. Inertial Measurement Units 

 
The algorithm for inertial sensing (QFLASP-B) presented 

here runs on a low-cost DSP such as a DsPIC used by IM3, 
uses noisy measurements from MEMs sensors and produces 
equally accurate solutions obtained by high-cost precision 
sensors. This algorithm implements sensor-error models that 

minimize systemic errors. Typically, for IMUs, signal-
processing algorithms based on Kalman filtering are used 
[11]-[13] for sensor fusion. Unfortunately, sensor-fusion 
algorithms using Kalman filtering involve numerous matrix 
inversions and cannot be implemented on a low-cost DSP 
platform when high-update rates (100 Hz or more) are 
needed. The QFLASP-B algorithm proposed here does not 
involve any matrix inversions and can be implemented on a 
low-cost DSP with computing solutions at frequencies of 
100Hz or more. This algorithm is presented in section 2, 
followed by its embedded implementation, simulation, and 
testing results in section 3. Finally, section 4 summarizes the 
work. 

 

An Algorithm for Inertial Sensing  
 

The motivation for QFLASP can be explained by consid-
ering attitude-estimation problems with strap-down sensors, 
usually cast as a two-vector Wahba problem [15]. Given 
measurements of two non-co-linear vectors in a fixed-body 
frame, and with knowledge of the vectors in a reference 
frame, Wahba proposed an estimate of attitude by reducing 
the error between the reference vector set and the rotated 
vector set from the fixed-body frame. The use of quaternion 
representation eliminates the singularity issues associated 
with Euler-angle representations [16], [17]. The algorithm 
uses measurements from a fixed-body triad of gyros and 
accelerometers. 

 
The estimation problem requires two frames – a fixed-

body frame and a non-rotating inertial-reference frame. Let 
a and b  represent the reference frame and the fixed-body 
frame, respectively. The attitude can be represented by a 
sequence of three right-handed rotations from the reference 
frame to the body frame. If ,ψ θ  and φ  represent the rota-
tions about the z axis and the intermediate y and x axes, re-
spectively, a vector au  in the reference frame can be trans-
formed to a vector bu  with the rotation matrix /b aC . 

                                   /
b a

a b=u C u                                (1) 
The rotation matrix is given by 

/a b

c c c s s
c s s s c c c s s s s c
s s c s c s c c s s c c

θ ψ θ ψ θ
φ ψ φ θ ψ φ ψ φ θ ψ φ θ

φ ψ φ θ ψ φ ψ φ θ ψ φ θ

−⎡ ⎤
⎢ ⎥= − + +⎢ ⎥
⎢ ⎥+ − +⎣ ⎦

C  (2) 

 
where c and s = cos and sin , respectively. 

 
For a 3-2-1 rotation sequence, Euler-angle representation 

has a singularity at
2
πθ = , where the roll and yaw angles are 

undefined. An alternate representation of attitude is with a 
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quaternion. Quaternions are generalizations of complex 
numbers in three dimensions, and are represented by                                                                 

                              [ ]0
T

rq q=q                                    (3)
where 0q  and rq  are the real part and the vector part of the 
quaternion. If the norm of the quaternion is unity, it is re-
ferred to as a unit quaternion. Just like the rotation matrix, a 
unit quaternion (or any quaternion in general) can be used to 
rotate a vector from a reference frame to a fixed-body frame. 
The rotation equation in terms of quaternion is expressed as 

                                      

1

01

b a

r

q
q

−

−

= ⋅ ⋅

⎡ ⎤
= ⎢ ⎥−⎣ ⎦

u q u q

q
                         (4)                                                                          

where 1−q is the inverse of the unit quaternion q  and q  is 
the unit quaternion that rotates a vector from system a  to 
system b [17]. The attitude quaternion can also be repre-
sented as a product of component quaternions in three axes.                                                                 

                 [ ]cos( / 2) sin( / 2) 0 0 T
φ φ φ=q              (5)                                         

                 [ ]cos( / 2) 0 sin( / 2) 0 T
θ θ θ=q              (6)                                  

               [ ]cos( / 2) 0 0 sin( / 2) T
ψ ψ ψ=q          (7)              

      
The quaternion q  can be derived from the component qu-

aternions as 
                           ψ θ φ= ⋅ ⋅q q q q                                                         (8)                                                                                           

Poisson’s kinematic equation in quaternion form that relates 
the rate of change of the attitude quaternion to the angular 
rate of the body frame with respect to inertial frame [17] is 
given by 

                          / / /0.5b a b a b a= ⋅ ⋅q q ω&                             (9)
If 1q  and 2q  are two quaternions, the relative orientation or 
the error quaternion between the two is  

                               1
1 2e

−= ⋅q q q                                                        (10)                                                       
The two frames, whose attitude quaternions with respect to a 
reference frame, are 1q   and 2q and coincide only if 

                            1eδ =q  and 

                            0r
eδ =q                                        (11) 

where eδ q  and r
eδ q  are the real and vector parts of the qua-

ternion error. 0r
eδ =q  is a sufficient condition for the two 

frames to coincide. 
 
Algorithm Description  
 
 The algorithm presented here uses measurements from 
three axis gyros and accelerometers. If Tω  is the true angu-
lar rate and ω  is the measured angular rate, then 

                            T Bω ω ε ε η= + + +                                (12)   
where Bε  is a time-varying bias, η  is noise, and ε is other 
errors. If gyro bias can be captured with an active bias esti-
mation scheme, then the estimate of the true angular rate is 
given by 
                               B ωω ω ε ε= − −                                   (13)                     
where Bε is the current estimate of the gyro bias and ωε  is 
an angular rate correction derived from the attitude error. 
The estimate of angular rate is used to compute an attitude 
estimate from the gyros by the integration of equation (9). 
Expressed in matrix form, equation (9) is given by             

              

0 0

1 1

2 2

3 3

0

0

0

0

x y z

x z y

y z x

z y x

q q
q q
q q
q q

ω ω ω

ω ω ω

ω ω ω

ω ω ω

− − −⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥= ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥−⎣ ⎦ ⎣ ⎦⎣ ⎦

&

&

&

&

                 (14) 

where , ,x y zω ω ω  are estimates of the true angular rates in 
the ,x y and z  axes. Given an initial attitude estimate, equa-
tion (14) can be integrated to obtain the latest attitude esti-
mate, 0q . A reference attitude estimate is obtained from 
accelerometers. The accelerometer measurements are given 
by                                                                                                                    
                             I B B= + × +v v ω v G& &                  (15)                     
where ,B Iv v  are body and inertial velocities, respectively, 
G  is the gravity vector component in the body coordinates 
given by  
              [ sin cos sin cos cos ]Tg g gθ θ φ θ φ= − −G   (16) 
If a measure of forward velocity in the body frame is not 
available, the roll and pitch angles obtained from acceler-
ometers are corrupted by the linear acceleration and the 
cross product terms involving angular rate and linear veloc-
ity. If the reference attitude quaternion is lq , the attitude 
error using equation (11) is given as 
                                   1

0e l
−= ⋅q q q  (17)                                  

If the attitude error is small, 0 1e ≈q  and 

[ ]1 2 3e e eq q q=v  can be assumed to be the errors in roll, 
pitch and yaw attitudes. The quaternion error can be used to 
generate angular rate corrections using  
                                    ω = ⋅ε k v           (18) 
where k is an estimator gain. The angular rate correction is 
used as a feedback correction as given in equation (13).   
 
The main features of QFLASP are 
 
1. Adaptive Switching/Filtering: The data flow is altered at 
runtime. Thus, certain filters are activated or deactivated 
based on quality, consistency, and characteristics of data. 
The switching is implemented by means of Fuzzy Logic 
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(discussed in next section). The Fuzzy estimator consists of 
a fuzzification process, an inference mechanism, a Rule 
Base and a defuzzification process. The fuzzification process 
assigns a degree of membership to the inputs over the Uni-
verse of Discourse. As the error changes, the degree of cer-
tainty changes and other measures of µ have non-zero val-
ues. Thus, the errors are encoded by the degree of certainty 
that are between certain error bounds. The values for the 
error bounds (E1, E2) can be determined using center cluster-
ing techniques on actual crash-test experimental data. Like-
wise, input membership functions are determined for the 
change in error. This process is explained in detail in the 
next section.  
 
2. Adaptive Gain Tuning: The gains of the body-rate error, 
inertial-rate error and delay are tuned during runtime. Thus, 
the algorithm tunes itself to provide an optimum solution. In 
fact, the QFLASP-B output accuracy improves with period 
of use. The residual drift in the gyros and accelerometers is 
removed by means of feed-forward filters and are imple-
mented in an error-correction loop. 
 
3. Gravity Compensation: Accelerometers measure spe-
cific force, i.e., the accelerometer does not measure gravity 
but rather the component of total acceleration minus gravity 
along its input axis. The gravity-compensation function in 
QFLASP acquires data from accelerometers, based on the 
characteristics and validity of data, using appropriate filter-
ing and passes slaving information to a sensor-fusion algo-
rithm. 
   
 The governing equation for IMU dynamics are given as  

                     

cos sin

sin tan cos tan

( sin cos )sec

y z

x y z

y z

θ ω φ ω φ

φ ω ω φ θ ω φ θ

ψ ω φ ω φ θ

= −

= + +

= +

&

&

&

        (19)    

 
The acceleration equations are given as                                                                           

        
y z

z x

x y

sin ( )

cos sin ( )

cos cos ( )

cg

cg

cg

ax U W V g a

ay V U W g b

az W V U g c

ω ω θ

ω ω θ φ

ω ω θ φ

= + − +

= + − −

= + − −

&

&

&

  (20) 

where ,x yω ω and zω  are body-angular velocities about 
, ,x y z directions, respectively, and ,θ φ and ψ are pitch, roll 

and yaw (inertial) angles. , ,U V W are body velocities in the  
, ,x y z directions, respectively, and cgax , cgay and cgaz are 

inertial accelerations. It should be noted that equation (19) is 
a coupled equation in angular velocities but does not involve 
any acceleration term. Equation (20) involves accelerations 
as well as body rates. Thus, discrete version of equation (19) 
is solved in an outer loop and equation (20) is solved in the 

inner loop to determine kinematic parameters—e.g., roll, 
pitch, yaw, inertial velocities, and positions—via integration. 
 

Quaternion Fuzzy Logic 
 
 QFLASP is a novel approach for removing sensor errors. 
FLASP, like Fuzzy Logic from which it is derived, is a more 
intuitive process than Kalman Filtering [16], [17]. As an 
example, the quaternion errors and gyro biases are calculated 
by this algorithm and used in an adaptive loop to remove 
their effects. The Fuzzy estimator consists of a fuzzification 
process, an inference mechanism, a Rule Base and a defuzzi-
fication process. The fuzzification process assigns a degree 
of membership to the inputs over the Universe of Discourse. 
Referring to Figure 2, if the error (e) in Euler angle k is zero, 
the degree of certainty, µ0 (center membership function), is 1 
and all others are zero. As the error changes, the degree of 
certainty changes and other measures of µ have non-zero 
values. Thus, the errors are encoded by the degree of cer-
tainty of their error bounds. 

 
Figure 2. Membership Functions for Fuzzy Logic 
 
Table 1. Rule Table for Fuzzy Logic 

 
  
 
   The values for the error bounds (E1, E2) can be determined 
using the center-clustering techniques on crash data. Like-
wise, input membership functions are determined for the 
change in error. For five error input membership functions 
and five change-in-error input membership functions, twenty 
five rules result as seen in Table 1. 
 
    Any membership function with a non-zero degree of cer-
tainty is said to be ‘on’ and the corresponding rule is also 
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active [16], [17]. If both the error and change in error were 
small enough to be within the smallest error bounds (-E1 to + 
E1 in Figure 2), the linguistic rule is considered as follows: 
If e is zero and change in e is zero then, correction is zero. 
 
The certainty of the premise, i, is given by: 
 
(1) 0 0min( , )i e eµ µ µ∆=  
 
In general, the rules are given as: 
 
(2) If eiµ%  is j

eiA  and eiµ∆%  is k
elA∆ , 

           then ( )i igε = •  and ( )i ih= •ε&  
 
The symbol “·” simply indicates the AND argument. In 
QFLASP-B, the quaternion error is first reduced to the error 
in Euler angles: 
                                    { , , }q φ θ ϕε ε ε ε→

r                           (21) 
 
The rules of Table 1 are then applied to each Euler angle 
error. The output correction for each Euler angle and Euler 
rate is calculated using a center-of-gravity method: 
 

            1 1

1 1

ˆ ˆ,

R R

i i i i
i i

eulerangleeulerangle R R

i i
i i

g hµ µ
ε ε

µ µ

•
= =

= =

= =
∑ ∑

∑ ∑
       (22) 

 
Corrections to the body rates can then be determined. To 
apply quaternion corrections, the estimated error quaternion 
must be reconstructed: 
 
                                  { , , }q φ θ ϕε ε ε ε←

r                             (23) 
 
    These corrections are then applied to the quaternion to 
remove quaternion error. Once the attitude is determined, 
angles and rate can be substituted into equation (20). Equa-
tion (20) can be integrated to calculate the velocity and posi-
tion. It is noted that the Fuzzy logic approach discussed here 
is generic and can be extended to minimize accelerometer 
systemic errors.  
 

While similar results to the QFLASP-B can be obtained 
using a Kalman Filter, the operational software overhead is 
considerable. In our own tests, the Kalman Filter took 3.5 ms 
to run per iteration, while QFLASP-B took under 1 ms per 
iteration on a Texas Instrument C33 DSP with a clock speed 
of 60 MHz. Similarly, the Kalman Filter code required 
memory of nearly 10,000 words, while the QFLASP-B was 
under 3,000 words. Both requirements were driven in the 

Kalman Filter by the matrix inversion, which is absent in the 
QFLASP-B.  

 

Simulation and Experimental Results  
 
Here, the authors tested the QFALSP-B algorithm through 

ADAMS-LifeMOD simulations. In these test cases, 
QFLASP-B performance for head-orientation computation 
and torso-orientation computation in a frontal crash situation 
was investigated. The forward kinematics problem was 
posed and solved in ADAMS [18] that gives body rates and 
accelerations. These body rates and accelerations were fed 
into QFLASP in order to solve the inverse kinematics prob-
lem. These simulations will help to ensure that: 

 
1. QFLASP-B switches are working properly. There is no 

time delay in operating switches. A delay in switching 
would result in inaccurate or incorrect solutions. 

2. QFALSP does not encounter singularities. The advan-
tage of QFLASP-B over FLASP-Euler angle formula-
tion is that it can handle 90° pitch situations. Unfortu-
nately, the computation is time-consuming and may in-
troduce group delay that would corrupt the solution.  

3. At this preliminary stage, it is not possible conduct to 
extensive lab testing that would validate QFLASP-B 
for all possible crash scenarios. It is anticipated that 
these simulations will reveal problems with QFLASP-
B and help tune the algorithm better.  

 

 
 
Figure 3. ADAMS-LifeMOD Setup for virtual crash testing 

 
It was noted that the forward dynamics data can be cor-

rupted using gyro, accelerometer-bias models so that this 
dataset would be very close to experimental data. This cor-



 
 

 
 
 22                                    INTERNATIONAL JOURNAL OF MODERN ENGINEERING | VOLUME 10, NUMBER 2, SPRING/SUMMER 2010  

 

rupted data can be fed into QFLASP-B to evaluate the effec-
tiveness of the algorithm. For this sample simulation, the 
dummy was postured as an occupant driving the car with 3-
point seat belts attached (refer to Figure 3). A translational 
joint was created between the ground and car seat to simu-
late impact (standard SAE shock pulse). An equilibrium 
analysis was carried out so that the model settles under the 
action of gravity.   

 
An appropriate coordinate transformation matrix was used 

to preprocess the head angular rate (shown in Figure 4) and 
head acceleration data obtained from ADAMS simulations 
before feeding them to QFLASP-B. Head angular velocity in 
body coordinates is shown in Figure 4. It is noted that xω  
reaches a maximum value of 1500 deg/s. The head orienta-
tions computed by QFLASP-B from raw accelerometer and 
gyro data are shown in Figure 5. It can be observed in Figure 
5 that the forward ADAMS attitude solution (obtained from 
MSC-ADAMS-LifeMod inertial marker) matches quite 
closely with the inverse QFLASP solution. 

 

 
 Figure 4.  Head Angular Velocity in body frame 

 
In the second simulation, torso response is evaluated in a 

frontal crash. As before, the dummy was constrained by a 3-
point lap shoulder belt and a standard SAE shock pulse was 
applied. Central torso body accelerations about the x, y and 
x axes are plotted in Figure 6(a). Central Torso body angular 
velocities are plotted in Figure 6(b). The attitude solution is 
presented in Figure 6(c). It should be noted that due to lap-
shoulder belts, the central torso motion is restricted. The 
body accelerations and body rates obtained from ADAMS-
LifeMod simulations were fed into QFLASP-B to get torso 
orientations in inertial coordinates. 

 
 

 
 
Figure 5. Head Inertial Forward Kinematics- ADAMS solution 
(indicated by dotted lines) and Inverse Kinematics-QFLASP 
Solution (indicated by solid lines). 

 
 

   
 

a) Central Torso Body Accelerations vs. time (seconds) 
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 b) Central Torso Body Angular Velocity vs. time (seconds), 
(R1-rotation about x, R2-rotation about y, R3-rotation about z 
axis) 

 
 

 
c) Central Torso Inertial Forward Kinematics- ADAMS solu-
tion (dotted line) and Inverse Kinematics-QFLASP Solution 
(solid line).  

 
Figure 6. Central Torso Accelerations, Body Angular velocity 
and inertial solution IMU Coordinates) 

 

 It should also be noted that the ADAMS solution sensed 
by a marker in an inertial frame matches quite closely to the 
attitude solutions computed by QFLASP-B, as shown in 
Figure 6(c). 
 

Experimental Validation  
 
In preliminary studies, the algorithm was tested for head 

kinematics. The purpose of this test was to evaluate head-
restraint responses. There was about 20 msec of pre-crash 
data (about 250 points), which was used for bias capture. 
The test was done on a Hybrid III 50th percentile dummy 
with NAP and angular sensors. The advantage of such a con-
figuration is that it is possible to compute head orientations 
using the NAP algorithm [1] and also acceleration and rate 
data can be fed into QFLASP-B. Thus, head orientations can 
be computed with two different techniques. The setup with 
sensor-mounting locations is shown in Figure 7. The dummy 
was subjected to standard SAE crash pulses and the raw sen-
sor data in body coordinate system is shown in Figure 8. It is 
important to note that for meaningful results, the IMU coor-
dinate system (at the CG of the head) should be mapped to 
the SAE coordinate system.      

          

 
 

Figure 7. Setup for Head Kinematics Test (sensor mountings 
locations shown in green) 
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 Figure 8. Raw Rate Sensor Data in Body Coordinates  

 
 An appropriate coordinate transformation matrix was used 
to preprocess the data before feeding them into QFLASP-B. 
In Figure 8, it can be observed that rates about the ‘y’ axis 
are very high at about 800 deg/s. The orientations computed 
by QFLASP-B are shown in Figure 9. It can be noted that 
pitch varies from +20° to -30° (rebound motion). However, 
roll and yaw are within 5°. These results compare favorably 

 
 
Figure 9. Attitude Solution in Head Restraint Test NAP Solu-
tion (indicated by dotted lines) and QFLASP-B Solution (indi-
cated by solid lines) 

 

with the reference NAP solution shown in Figure 8. How-
ever, due to less computation overhead, the speed of execu-
tion of QFLASP-B is much higher and QFLASP-B uses 
body accelerations for slaving (or to correct attitude solution 
using accelerometer data). Therefore, unlike the NAP proc-
essing algorithm, QFLASP-B can be operated in runtime for 
a longer duration or on a much cheaper DSP platform, if 
required. Other kinematic parameters such as angular accel-
erations, linear accelerations and inertial angular velocity 
can be easily derived using this approach, which can be used 
to compute injury measurements. It can be seen that this 
inertial measurement allows for computing relative orienta-
tions of various body parts, such as head rotation with re-
spect to neck, in a fixed reference frame.  

 

Discussion and Conclusions  
 
In this study, the authors presented a novel approach for 

sensing dummy kinematics in crash events using inertial 
measurement via Fuzzy logic. Sensing of dummy kinematic 
parameters in a crash event is crucial for evaluating the 
crashworthiness of vehicles. These kinematic parameters 
were used to compute various injury parameters, to under-
stand the severity of injuries, to study the effectiveness of 
seat belts and airbags, and other occupant safety devices. 
The inertial-sensing approach discussed here is based on 
sensing rates and accelerations in 3 mutually perpendicular 
directions and using a Fuzzy-Logic-based algorithm for 
computing inverse kinematic inertial solutions. This superior 
signal-processing algorithm compensates for sensor errors 
like noise and drift present in typical low-cost MEMs sen-
sors and provides equally accurate solutions normally ob-
tained by expensive testing methods/sensor suites. This qua-
ternion-based approach is free from singularities at 90° and, 
unlike the Kalman filter, does not involve matrix inversions. 
The hardware and software aspects of inertial sensing along 
with simulations and preliminary experimental results were 
also discussed. In simulations, forward-kinematics problems 
were posed and solved in MSC -ADAMS to obtain body 
rates and accelerations. These accelerations and rates were 
fed into QFLASP to obtain an inverse kinematic inertial 
solution. Two simulation cases, head-orientation calculation 
and torso-orientation calculation, were presented. In both 
cases, the MSC-ADAMS solution obtained via a marker in 
an inertial frame matches very closely with the QFLASP 
solution.  

 
In preliminary experimental tests, the QFLASP algorithm 

was tested to compute head orientation and compared 
against the solution computed by a standard NAP sensor 
suit. The NAP solution and QFLASP solution matched quite 
well. Currently, efforts are underway to test QFLASP in a 
variety of crash situations. QFLASP can be implemented on 
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a low-cost DSP at much higher update rates. It is anticipated 
that this Inertial Tracking/Measurement approach will en-
able test engineers to use low-cost MEMs sensors for crash 
testing and provide an inexpensive alternative for measuring 
kinematic parameters in a crash event.  
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PRE-AMP EDFA ASE NOISE CHARACTERIZATION FOR 
OPTICAL RECEIVER TRANSMISSION PERFORMANCE 

OPTIMIZATION 
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Abstract 
 

Amplified Spontaneous Emission (ASE) noise mitigation 
from a pre-amp Erbium-Doped Fiber Amplifier (EDFA) to 
the Photon Detector (PD) in optical receivers can be reduced 
by minimizing the EDFA ASE noise at the optical receiver 
level to achieve optimal optical receiver transmission per-
formance. The experimental work presented here focuses on 
the pre-amp EDFA noise performance characterization and 
analysis at the optical receiver level. This is the ultimate 
performance characterization method for the pre-amp 
EDFA, and it was performed through testing of the optical 
receiver transmission performance under different pre-amp 
operating conditions. 
 

Introduction 
 

The main motivation for this work was to present a set-up 
and a procedure that can be used to characterize pre-amp 
EDFA noise and to present the results obtained using such a 
set-up and procedure. This work adds to the current knowl-
edge in this field by the results obtained and presented here. 
This study concluded that the pre-amp EDFA needs to be 
optimized at the same input power and the same signal-to-
noise factor at which it is to operate. The input power per-
formance was in line with the one analyzed for Figure 4, 
where an increase of the input signal power resulted in an 
improvement of the optical receiver transmission perform-
ance. 

 
The basic design of an optical receiver consists of an 

EDFA, an optical band-pass filter, a photon detector, a limit-
ing amplifier, and an electrical low-pass filter [1]. Pre-amp 
EDFAs are becoming an integral part of optical receivers 
since their performance is interrelated to the performance of 
the photon–detector receiver. The photon detector used in 
optical receivers is either a PIN diode or an Avalanche Photo 
Diode (APD). APDs have higher sensitivity than PIN di-
odes, but they exhibit excess noise that degrades the optical 
receiver transmission performance. On the other hand, PIN 
diodes have better noise characteristics than APDs; there-
fore, optimal optical receiver transmission performance can 
be achieved by using a combination of a pre-amp EDFA for 
good sensitivity and a PIN photon detector for low noise.  

 
The generation of ASE noise in a pre-amp EDFA is an ef-

fect of the spontaneous de-excitation of the excited erbium 
electrons. Because the electrons have finite excited state 
lifetimes, some of the electrons return spontaneously to the 
ground state, emitting photons that have no coherence char-
acteristics with respect to the incoming optical signal. These 
photons are different from the photons generated by stimu-
lated emission.  

 
The collection of spontaneously-generated photons, being 

multiplied by the fiber amplifier, forms background noise. 
This background noise is known as amplified spontaneous 
emission, and it is the dominant noise element in pre-amp 
EDFAs. ASE and its effect on the deterioration of the signal-
to-noise ratio for pre-amp EDFAs can be measured in differ-
ent ways [2].  
  

Erbium Atomic Structure 
 

Erbium atomic structure has three energy levels that are of 
interest for the study of its amplification characteristic for 
use in communications. In three-level erbium atomic struc-
ture, population inversion can be achieved using laser pump-
ing at 980nm to excite electrons to the upper erbium atomic 
state. When excited to the upper state, Erbium electrons rap-
idly decay non-radioactively to the meta-stable state. If elec-
trons in the meta-stable state are not stimulated within the 
electron lifetime in that state, electron transition to the lower 
states results in spontaneous emission. Spontaneous emis-
sion is a random emission that introduces noise. The behav-
ior of the erbium-doped fiber atomic structure is described in 
the following level rate equations [3] 
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Here, N is the population density at the given level 
[1/cm3], S is the photon flux [1/cm2 * s], τ is the spontane-
ous lifetime [s], and σ is the transition cross section [cm2]. 
The first equation describes the population change rate for 
the upper state, the second equation describes the population 
change rate for the meta-stable state, and the third equation 
describes the population change rate for the ground state. 
The steady-state atomic populations N1 and N2 are func-
tions of the pumping rate, which represents the pump ab-
sorption rate between levels 1 and 3, and of the absorption 
and stimulated emission rates between levels 1 and 2. Figure 
1 shows the three-level erbium atomic structure, and it 
shows the level transitions when erbium is used in a single-
stage 980nm pumped pre-amp EDFA [4]. The sum of the 
population in the three states of the erbium atomic structure 
is equal to the total population, and that can be expressed in 
the equation 

 
321 NNNN ++=          (4) 

Under a steady-state condition, electron state transition in 
Erbium atoms is given by 

0321
===

dt
dN

dt
dN

dt
dN                        (5)    

The basic principle of signal amplification in erbium-
doped fiber is based on the fact that when an optical signal 
passes through the erbium-doped fiber, the signal is ampli-
fied due to stimulated transition between electronic states in 
the presence of electromagnetic radiation at the correct wa-
velength to achieve population inversion. In order for signal 
amplification to occur [5], a frequency f12 is needed: 

h
2112 EEf −

=                       (6) 

where h is Plank’s constant = 6.626x10E-34 [J/s] 
 

Stimulated photons are in coherence with the input signal, 
and that results in signal amplification. In free space, the 
radiation wavelength is given by 

 
 )12/(21 EEhc −=λ                                                     (7) 
 

When this radiation interacts with a photon in the lower 
energy level, the photon is transformed into the upper atomic 
level. If a photon in the excited state is not stimulated within 
the 10ms lifetime of the excited state, it will spontaneously 
decay to the ground state, producing ASE. When this photon 
travels through the erbium-doped fiber, it is amplified, re-
sulting in amplified spontaneous emission. All of the excited 
electrons can spontaneously relax from the upper state to the 
ground state by emitting a photon that is unrelated to the 

signal photons. This spontaneously-emitted photon can be 
amplified as it travels down the fiber and stimulates the 
emission of more photons from excited electrons.  
 
 Amplified spontaneous emission can occur at any fre-
quency within the fluorescence spectrum of the amplifier 
transitions. The dominant noise source in any EDFA is am-
plified spontaneous emission [6]. This spontaneous emission 
reduces the amplifier gain by consuming the photons that 
would otherwise be used for stimulated emission of the input 
signal. 
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Figure 1. 980nm pumping in Erbium atomic structure 
 
The total amplified spontaneous emission at any point in 

the fiber is the sum of all amplified spontaneous emission 
power from the previous sections in the fiber and the ampli-
fied spontaneous emission at the given fiber point. To mini-
mize ASE noise, the pump power should be just enough to 
achieve population inversion. Population inversion can be 
achieved when the population in the excited state, N2, is 
greater than the population in the ground state, N1. The 
threshold pump power required to achieve population inver-
sion can be obtained by setting the rate equation of level 2 to 
0 and setting N1 to be equal to N2. A long meta-stable state 
lifetime and a large absorption cross section are needed to 
have a low pump threshold to achieve population inversion. 
A detailed analysis of EDFA and photodiode noise elements 
was performed by different researchers [7], [8].  
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Optical Receiver Transmission  
Performance Testing and Analysis 
 

Optical receiver transmission performance, commonly 
known as bit error rate (BER) performance, is the gauge by 
which optical receivers are characterized. It characterizes the 
ability of the receiver to perform up to the transmission per-
formance specifications under the same test conditions as 
those where the receiver operates in the field [9]; therefore, 
transmission performance will be used to analyze the pre-
amp EDFA noise characterizations under different operating 
conditions.  

 
Optical receiver optimal transmission performance analy-

sis under different operating conditions is the ultimate 
method for characterizing pre-amp EDFA noise perform-
ance. The pre-amp EDFA design needs to be optimized at 
the pre-amp level and the EDFA level. Then, the pre-amp 
EDFA performance is determined by how well it performs in 
the optical receiver. The set-up of Figure 2 was used to per-
form the transmission performance tests for this study using 
the following definitions:  

 
DCA Digital Communications Analyzer 
OSA Optical Spectrum Analyzer 
PPG Pulse Pattern Generator 
LPF Low Pass Filter 
BPF Band Pass Filter 
O/E Optical to Electrical 
E/O Electrical to Optical 
CW Continuous Wave 
ED Error Detector 

 
For optimal optical receiver transmission performance, the 

pre-amp EDFA design must be coordinated with the photon 
detector design to minimize amplified spontaneous-emission 
noise mitigation from the pre-amp EDFA to the photon de-
tector and the photon detector signal-spontaneous beat noise. 
The pre-amp input power, output power, and operating 
wavelength should be taken into account. This allows de-
signers to choose the right erbium-doped fiber length and 
pump power combination, and it helps minimize amplified 
spontaneous emission at the output of the EDFA.   

 
Optical receiver optimal transmission performance analy-

sis under different operating conditions is the ultimate me-
thod for optimizing pre-amp EDFA performance in the opti-
cal receiver. The pre-amp EDFA design needs to be opti-
mized at two levels: the pre-amp/photon detector subsystem 

level and the optical receiver level. Several characterization 
experiments were performed to analyze the effects of chang-
ing the pre-amp operating conditions on the optical receiver 
transmission performance. Testing the pre-amp-based opti-
cal receiver at a fixed signal-to-noise ratio of 9 dB at 1550 
nm, the transmission performance was recorded at different 
input/output combinations. A graphical representation of its 
transmission performance, after normalizing BER, is given 
in Figure 3. 
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Figure 2. Optical receiver transmission performance test set-up 
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Figure 3. Optical receiver performance change at different 
input and output power levels 

 
From the results in Figure 3, it can be seen that the optical 

receiver transmission performance improves as the pre-amp 
output power is increased. This improvement is due to the 
fact that more output power requires more pump output, and 
more output power excites more electrons to the upper state. 
This excitation results in the population inversion that is 
needed for the amplification process. When testing the pre-
amp-based optical receiver at different input powers and at 
different signal to noise ratios at fixed output power and 
input signal wavelength, the transmission performance 
changes due to the changes in the operating conditions were 
monitored, and the results are given in Figure 4. A graphical 
representation of the system transmission performance is 
given in Figure 4, which shows that the optical receiver 
transmission performance improves as the pre-amp input 
signal power is increased. 
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Figure 4. Optical receiver performance at different input pow-
ers and different input signal to noise ratios 

The results obtained in Figure 4 can be explained at the 
atomic-structure level since an increase in the input optical 
power causes a more stimulated emission of the excited elec-
trons. This stimulated emission of electrons, in a form of 
photons, leaves fewer electrons to move to the ground state 
spontaneously. This means that the pre-amp is generating 
less amplified spontaneous emission, which reduces the sig-
nal spontaneous noise in the optical receiver photon detector, 
and that decrease in spontaneous emission results in im-
proved optical receiver transmission performance. 
 

Conclusion 
 

The results of the tests presented here show a need for 
fine-tuning pre-amp EDFAs at the optical receiver level in 
order to achieve optimal optical receiver transmission per-
formance. Optical telecommunication engineers can benefit 
greatly from this work since it presents new test results that 
are clear indicators of the behavior of pre-amp EDFAs in 
long-haul optical telecommunication systems. For optimal 
optical receiver transmission performance, the pre-amp 
EDFA design must be coordinated with the photon detector 
design to minimize amplified spontaneous emission noise 
mitigation from the pre-amp EDFA to the photon detector. 
This will minimize the photon detector signal-spontaneous 
beat noise.  
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Abstract 
 
 The potential ability to satisfy overall power and energy 
requirements of an application using ambient energy can 
eliminate some constraints related to conventional power 
supplies. Power scavenging may enable electronic devices to 
be completely self-sustained so that battery maintenance can 
eventually be eliminated. Ambient energy scavenging could 
extend the performance and the lifetime of the portable elec-
tronic devices. These possibilities show that it is necessary 
to investigate the effectiveness of ambient energy as a source 
of power. This research studied the waste mechanical energy 
from hydraulic door closers and its conversion and storage 
into electrical energy. The converted and stored energy pow-
ers a wireless camera for surveillance around the door during 
the specified time period. Human presence (to open or close 
the door) is required to activate the hydraulic door closer to 
charge the storage device. Based on an ambient energy 
source, an electrical energy- harvesting circuit was designed 
and tested for a low-power camera system. The hydraulic 
door closer, as an ambient energy source, and typical camera 
components were investigated, according to their power 
generation and consumption, to make analytical comparisons 
between energy generation and consumption. The steps of 
investigation of the hydraulic door closer, door open-
ing/closing phases, selection of a viable storage device, and 
camera integration were conducted to create a low- power, 
self sufficient, and energy-efficient wireless camera system. 
 

Introduction 
 

 Ambient energy sources can be considered for use in the 
replacement of batteries in some electronic applications to 
minimize product maintenance and operating costs [1-5]. In 
addition, power scavenging may enable electronic devices to 
be completely self-sustaining so that battery maintenance 
can eventually be eliminated. These possibilities show that it 
is important to examine the effectiveness of ambient energy 
as a source of power [6-10]. Recently, researchers performed 
several studies on alternative energy sources that could pro-
vide small amounts of energy to low-power electronic de-
vices [11-15]. These studies were focused on investigating 
and obtaining power from different mechanical, electromag-
netic, hydraulic, and thermodynamic energy sources such as 
rotation, vibration, light, sound, airflow, heat, waste me-
chanical energy and temperature variations. This research 
studied a mechanical ambient energy source, waste me-

chanical (rotational) energy, from a hydraulic door closer in 
order to power a wireless camera monitoring the door. A 
person has to open the door in order for the hydraulic door 
closer mechanism to function.  
 
 The waste mechanical energy is converted to electrical 
energy using appropriate devices and provides energy to a 
low-power wireless camera system. Based on the nature of 
this ambient energy source, an electrical energy harvesting 
and conversion circuit was designed and tested for a self-
sufficient, low-power wireless camera application. The 
components of the energy harvesting, conversion, storage, 
and wireless camera system were investigated and chosen by 
students to scavenge maximum energy. The block diagram 
of the overall energy-harvesting and powering system is 
shown in Figure 1. 
 

 
Figure 1. Block diagram of overall energy harvesting model 
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Hydraulic Door Closer Mechanism 
 
 For the purpose of this experimental study, a hydraulic 
door closer was secured and tested from the Physical Plant at 
the University [16]. The hydraulic door closer was sepa-
rately mounted on a wooden structure to simulate the opera-
tion of the door opening and closing system. The arms of the 
hydraulic door closers were moved manually by hand to 
represent an opening/closing phase of the door by human 
power. A door closer mounted on the wooden structure for 
testing purposes (Figure 2) shows the mechanical energy 
source with a circle. There are two phases of the door system 
operations: the first phase is the opening phase, generally 
activated by human power; the second stage is the closing 
phase, controlled by a spring and a hydraulic damping me-
chanism. 

 
Figure 2. Hydraulic door closer 

 
 In the first phase, the arm of the door closer was moved up 
to 90° to represent the opening stage of the door (the reason 
for rotating the arm 90° degrees is to simulate the maximum 
angle that the door can be opened in reality). The opening 
and closing angles of the door may vary between 0° and 90°, 
depending on the person operating the door and the me-
chanical speed adjustment of the door closer. Another con-
sideration of the system was the closing phase of the door. 
Since door closing is controlled by an internal spring and 
hydraulic damping mechanism, the closing speed of the door 
was adjusted on the hydraulic door closer. 
  
Gear Train 
 
 The role of the speed-increase gear set was to increase the 
speed of rotation, which was produced by the hydraulic door 
closer to provide sufficient input speed to a direct-current 
(DC) generator. This step-up in speed was necessary because 
it was found that without an increase in speed, the rotational 
speed from the hydraulic door closer was not sufficient for 
the electric generator to provide enough power for the en-
ergy-harvesting system. The different gear boxes that were 
purchased for speed-increase purposes had been originally 
designed for speed reduction and varied based on the differ-

ent assembly techniques. By changing the positions of gears 
and shafts, speed-reduction gear boxes were converted to 
speed-increase gear boxes [17]. These gear boxes were mod-
ified to be powered with mechanical energy (human power) 
instead of electrical energy in order to increase the mechani-
cal speed.  The pictures of the unassembled gearbox compo-
nents and the assembled gear boxes are shown in Figures 
3(a) and 3(b), respectively. 
  

   
Figure 3a. Gear box components  Figure 3b. Assembled gear 
boxes 
 
 Each gear box had different interchangeable speed ratios 
and assembly techniques specified by the manufacturer’s 
data sheets. The assembly of the gearbox components was 
accomplished by choosing the highest speed ratios to pro-
vide sufficient input speed to the generator unit. The reason 
for using a gearbox with high gear ratios is because of in-
termittent and slow rotational mechanical energy from the 
hydraulic door closer. In order to supply sufficient mechani-
cal rotation to the generator unit for viable power generation, 
higher ratio gearboxes were necessary. These gear boxes 
were mounted with metal joints to the hydraulic closers, 
where waste mechanical energy was obtained during the 
opening/closing operations of the door closer [18]. Gear ra-
tios and the number of gear sets in gearboxes were deter-
mined by considering the average opening/closing angle, 
speed of the door, and the nominal input required by the 
generator unit.  
 

Generator Unit 
 
 As a generator unit, two types of DC electric motors were 
selected and tested because of their power-generation effi-
ciency for low-power electronic applications. A photograph 
of the two motors and their basic specifications are shown in 
Figure 4. 

 
Figure 4. Generator units 

Waste mechanical energy source 

FA-130RA 
(1.5-3V)

RE 260RA 
1.5-4.5V 



 
 

 
 

LOW POWER SELF SUFFICIENT WIRELESS CAMERA SYSTEM                                                                                                                                33 
 

 These motor units were connected to output shafts of gear 
boxes to gain enough speed to generate electricity. The input 
rotations and power generation of the generator units were 
important factors due to constraints and the nature of input 
rotation from the hydraulic door closer [19]. Power, torque, 
and speed constraints were very important to consider be-
cause of their relationship and the need to measure the 
power loss between them. Depending on motor specifica-
tions, a voltage could not be induced until a specific speed 
(RPM) was achieved because most electrical machines start 
inducing voltage at specific speed ratings. In order to run the 
generator faster and gain more voltage, a higher gear ratio 
was needed. When the generator starts charging a battery, 
the load increase slows down the generator speed (RPM). 
Therefore, every effort was made to increase the speed [20].  

 

Storage Unit 
 
 For the purpose of energy harvesting from the hydraulic 
door closer, only small-range (1.2V and 3.6V) rechargeable 
batteries were used to store the energy for test purposes. 
According to the electronic application device specifications, 
battery current and voltage can be adjusted by serial and 
parallel connections. The rechargeable battery type selection 
for this research was a challenge because of the charging 
time, source, and leakage-rate constraints. After careful con-
sideration, different types of rechargeable batteries were 
purchased from different manufacturers. A photograph of 
the rechargeable batteries is shown in Figure 5.  
 

 
Figure 5. Rechargeable batteries 

 
 The battery regulator in the energy-harvesting circuit was 
designed and built to respond to the battery charge level and 
to maintain optimum efficiency. In this experiment, nickel-
cadmium (NiCd) batteries were chosen for testing because 
they have relatively low capacity when compared to other 

rechargeable batteries such as lead acid, nickel metal hydride 
(NiMH), lithium ion (Li-ion), and lithium ion polymer (Li-
ion polymer). 
 

Energy Harvesting Circuit Design 
 

 A power harvesting and conditioning circuit was built to 
implement energy conversion and the battery charging sys-
tem. This circuit, which was designed to handle a low source 
power, regulated the voltage level from the generator unit to 
charge the 1.2V and 3.6V rechargeable batteries for low-
power electronic applications. Before implementation of the 
experiment, computer simulations were conducted with 
LTSPICE Switcher CAD III advanced circuit simulation 
software [21]. The alternating-current (AC) voltage output 
of the generator unit was rectified by a full-wave bridge rec-
tifier circuit that included four Schottky diodes and capaci-
tors connected to the cathode of the diodes to filter the recti-
fied voltage output of the latter [22, 23]. 

 
 After full-wave rectification, where the AC was converted 
to DC, the voltage was increased by a DC-DC boost con-
verter [24]. Consideration of energy harvesting components 
resulted in a decision to integrate an LTC3429 integrated 
circuit regulator chip, which had a 0.8V threshold input volt-
age to start running its internal circuitry. The actual energy-
harvesting circuit design is shown in Figure 6. 
 
 Since the generator unit in this experiment generated elec-
tricity up to 3VAC, the voltage was configured to vary from 
0V - 3V in the simulation interface.  The frequency required 
for the circuit trigger was 500Hz. The SwitcherCAD III si-
mulation tool provided an advanced simulation toolbox, 
which allowed simulating each component’s voltage and 
current levels in the circuit. In order to make the circuit per-
form according to the input and output voltage and current 
characteristics specified in the simulation model, replace-
ment values of the capacitor and resistor were needed. Since 
rechargeable batteries were used, which needed 1.2VDC and 
3.6VDC input voltage, the boost converter increased intermit-
tent voltage from ~0.8V and then fixed the voltage level at 
1.2VDC and 3.6VDC. 

 
 

 
 
 
 

 
  
 
 

 
 
  

Figure 6. Energy-harvesting circuit with DC-DC boost converter 
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 The following calculations were performed to deter-
mine resistor values for the boost converter unit to supply 
necessary voltage to the batteries. 

 
VOUT = 1.23V [1 + (R1/R2)] (1) 

Where, 
1.23 = Manufacturer constant; and 
R1 and R2 = Resistor values for the voltage divider. 

 
 In the first case, to charge a 3.6V NiCd battery at 
60mAh, R1 needed to equal 194kohm with R2 equal to 
100kohm, such that 

 
VOUT  = 1.23V [1+(194k/100k)] = 3.61V 

 
Because of the voltage drops and leakage current on the 
energy-harvesting circuit, VOUT (battery charging voltage) 
was increased and adjusted to 3.8V in order to maintain 
voltage to the battery. 
 
In order to increase this output voltage to 3.8V, the fol-
lowing changes were made:  
 
 VOUT  = 3.8V R1 = 209kΩ, R2 = 100kΩ 
 1.23V [1+(209k/100k)] = 3.8007V 
 
The output current for the battery charging circuit then 
was IOUT=16mA at R=220ohm load. 
 
 Therefore, 16mA of current was needed for the stan-
dard charging of the 3.6V rechargeable battery in 10 
hours. Critical circuit values such as input voltage, output 
voltage, and output current were implemented and a simu-
lation screen shot is shown in Figure 7. 
 
 In Figure 7, three important parameters of the energy- 
harvesting circuit were simulated at the same time to 
show consistency of voltage and current levels. It can be 
seen that input voltage, VIN, fluctuates slightly due to the 
non-constant output voltage from the generator unit, 
which is consistent with the characteristics of the hydrau-
lic door closer. 
 
 
 
 
 
 
 
 
 
 
 
 

 
VIN = Input voltage before boost converter  
 (after rectification); 
IROUT = Output current for the load 
 (battery charging current); and 
VOUT = Voltage level after boost converter 
 (battery charging voltage). 

 

Testing & Verification 
 
 Initially, all batteries were discharged with different 
resistive loads connected to their battery terminals. Resis-
tor values were chosen based on battery capacity during 
the discharge process to avoid discharging the batteries to 
levels from which they could not recover. The discharg-
ing process of the batteries on the breadboard is shown in 
Figure 8 with different resistors.  
 

 
Figure 8. Battery discharging process 

At the mechanical part of the system, gearboxes and elec-
tric generators were connected to the hydraulic door clos-
er (Figure 9).  
 

 
Figure 9. Overall energy-harvesting test system

 
 

Figure 7. Simulation of critical parameters for battery charging 

T
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 The door closer was moved manually a number of 
times, then the battery voltage levels were recorded (Ta-
ble 1). A cycle of thirty opening/closings was used for 
measuring the battery voltages. The overall door-opening 
stage was conducted to represent 180 people opening the 
door. Measurement of the batteries was recorded six times 
for each of thirty runs representing human power used to 
open the door. Each battery was charged using a 1:344 
gearbox ratio including the generator unit. After rectifica-
tion of the AC signal, the high-ratio gearbox was found to 
be more reliable for reaching the minimum voltage level 
for the battery charging process. Test results concluded 
that it is possible to harvest energy from a hydraulic door 
closer. The voltage level increased considerably when 
batteries were discharged at the beginning. After a certain 
voltage level, the charge (capacity) on the batteries only 
showed a slight increase. For example, to charge a com-
pletely discharged rechargeable battery, 10-15hrs [25] is 
needed to reach its highest capacity at a nominal charging 
rate. Comparing an off-the-shelf charger with our energy-
harvesting system, a considerable number (500-5000) of 
door openings would be needed to fully charge the bat-
tery. In the following application, a wireless camera sys-
tem monitoring the door is expected to have sufficient 
energy to fully operate according to the calculations in the 
next section. 
 

Self-Sufficient Wireless Camera 
Application 
  
 A hydraulic door closer as an ambient energy source 
was considered as a viable energy source for a wireless 
camera system. It was proven above that a hydraulic door 
closer is capable of providing enough charge to a small 
battery (depending on a sufficient number of people open-
ing the door). The relationship between the brief battery 
charge time and number of door openings was analyzed 
for completely discharged batteries. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 

  
In the case of a low-power wireless camera system, the 
battery initially starts operating at full charge. The analy-
sis in the previous section was done on completely dis-
charged batteries. If daily charges balance daily consump-
tions and the standard leakage current of the low-power 
wireless camera system, then the hydraulic door closer 
source should be viable for this application. For this rea-
son, estimates were made on the relationship between 
overall current consumption and current gain, where I1 
was current consumption and I2 was current gain during a 
24-hour period. 
 
 I1 (LOSS/24HRS) = (IBATTERY_LEAKAGE) + (IHARVEST_LEAKAGE) 
               + (ISWITCH_MOSFET) + [(IWORKING) * (T) 
               * (P# OF RUNS)]    (2) 
Where, 
 

I1 (LOSS/24HRS)  = Overall current loss per 24 hours; 
IBATTERY_LEAKAGE = Leakage current from the battery 
    (hr*24 hrs); 
IHARVEST_LEAKAGE  = Discharge rate from the circuit 
    components; 
ISWITCH_MOSFET  = Minimum standby current 
    consumed by the MOSFET; 
IWORKING = Current consumption of the 
    wireless camera per run; 
T = Time required for each run of the 
    system per second; and 
P# OF RUNS = Total number of runs of the 
    system in 24 hours. 

 
 The equation above helps to calculate the overall cur-
rent consumption including leakage current. The follow-
ing equation allows us to calculate the total current gained 
from the hydraulic door closer source: 
 

I2 (GAIN/24HRS) = EG * NP  (3) 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 

Table 1. Energy harvesting-system battery charging test results. 
Thirty runs across six measurements  

Volt (VDC) 
Measuring Temp (T) 

 

Initial bat-
tery 

voltage (V) 
temp (T) 30 run 60 run 90 run 120 run 150 run 180 run Final Volt-

age* 

Gear-set 
ratio 

Generator 
Battery 

V T V T V T V T V T V T V T V T 
0.02 55.4 0.43 71 0.74 73 0.84 73 0.89 73 1.31 74 X X 1.21 53 
0.19 57.2 0.84 69 0.96 75 0.99 75 1.06 75 1.16 75 X X 1.03 62 
0.03 59 0.92 66 0.94 69 0.96 75 0.98 77 1.01 75 X X 0.94 68 
0.02 57.2 0.21 69 0.35 73 0.47 73 0.64 73 0.81 73 X X 0.91 64 
0.87 44.6 2.46 73 3.01 73 3.11 73 3.17 73 3.31 73 3.62 73 3.29 59 
0.52 48.2 2.65 62 2.87 69 2.99 73 3.12 73 3.23 73 3.56 73 3.30 60 

R
at

io
 1

:3
44

 
FA

-1
30

 (1
.5

V
) 

0.13 59 0.95 73 0.98 73 1.03 73 1.12 73 1.22 73 X X 1.11 60 
* Final battery voltage level reached. 
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Where, 
I2 (GAIN/24HRS)  = Total current recovered and stored  

    human power through the hydraulic 
    door closer per 24 hours; 

IG = Current gathered per person who 
   opened the door (current per charge); 

NP = Number of the people who opened the 
   door in 24 hours. 

  
 For this application, the current gained from a hydraulic 
door closer (I2) should be greater than or equal to the 
overall current loss (I1) in 24 hours (I1≤I2). Otherwise, the 
wireless camera system’s operation will be inconsistent, 
due to the lack of sufficient current (~60mA) to run the 
camera circuitry. Another important consideration is how 
much energy is recovered and stored per person. The fol-
lowing equation can be used to estimate the stored energy 
per person: 
 
 W = E (Joule) * P (per person) * T (hrs) 
        * Time (one day/hrs)     (4) 
Where, 

W  = Overall energy stored; 
P  = Number of people per 24 hour; 
E  = Energy recovered from one person; 
T  = Time taken to store energy; and 
Time  = Time span for one day. 

 
 In order to calculate the total energy stored in a day (24 
hours), it was first calculated that 40J of energy could be 
recovered per person (average weight 80-kg pushing at 
1.0m/s) according to SI units for energy (J), power (W), 
and kinetic energy of pushing (moving) an object using 
equations 5, 6, 7, and 8, respectively. A 1-watt system 
consumes 1 joule of energy each second. In circuit design, 
the watt-hour (Wh) is generally more useful as a unit of 
energy than the joule (watt-second) since our devices 
generally run for hours, not seconds [26].  

 
Joule (J) = unit of energy   (5) 

1J = 1N⋅m = 1kg⋅m2/s2 = 1V⋅C = 1W⋅s 
Watt (W) = unit for power   (6) 

1W = 1J/s = V⋅C/s = V⋅A 
1J = 1W⋅s = 1.16 x 10-5 W⋅h  (7) 
1W⋅h = 3600J 

2

2
1 mvU =     (8) 

Where, 
U  = Kinetic energy of a moving object; 
m  = Mass; and 
v  = Velocity. 
U = (1/2)(80kg)(1m/s)2 = 40J= 11mWh 
 

In this case, the total energy stored in a battery can be 
calculated for 50 people as 
 
 W = 40J (person) * 50 people (per day) 
         * One day (24 hours) * 24 hours 
 
So, 40J * 50 people = 2000J, which can be stored per day. 

 
 For the purpose of calculating power, the specifications 
of the wireless camera system components were deter-
mined and tested. Consumption rates are described in this 
section. The photograph of the low-power wireless cam-
era is shown in Figure 10 [27]. The C328 JPEG compres-
sion module functions as a video camera or a JPEG com-
pressed still camera. Users can send a snapshot command 
from the host in order to capture a full- resolution single-
frame still picture (OV76xx sensor). The picture is then 
compressed by the JPEG engine (OV528) and transferred 
to the host computer. The microcontroller platform al-
lowed us to utilize the system in two ways. The first was 
to utilize a system without transceivers in order to store 
camera surveillance information on the additional flash 
disk on the door. In this way, nothing is transmitted to the 
host computer, which is more energy efficient but may 
have security concerns keeping the data related to move-
ment around the door. This idea may eliminate the trans-
ceiver unit to reduce energy consumption when transmit-
ting and receiving data.  

 
Figure 10. Low-power wireless camera 

  
 A ZigBee (802.15.4) wireless communication standard 
was used to transmit the data (captured pictures) to the 
remote host computer, where the data are evaluated and 
stored. In the first approach (using a flash disk around the 
door to eliminate a transceiver), the energy needed for the 
overall system was less than the second approach (using a 
wireless communication standard) and should be consid-
ered since our power source was not constant and was 
limited by use of the small-scale battery. However, for 
both approaches, the energy-harvesting system would be 
sufficient if there were enough human presence as men-
tioned in previous sections (500-5000 door openings). 
The viability of this energy-harvesting system is depend-
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ent on how often the camera takes and transmits the pic-
tures, which changes energy consumption each time the 
camera transmits. The block diagrams of the devices for 
the door and the computer for the complete self-powered 
wireless camera system are shown in Figures 11 and 12, 
respectively. The circuit (receiver) at the host computer 
can receive energy from the computer ports without any 
other external power supplies. The only part of the system 
which needs to be powered is the circuitry of the camera 
at the door. After extensive research, energy-friendly 
components to estimate energy consumption for a wire-
less camera system were identified and are listed in Table 
2. All of the components in the block diagrams are num-
bered and matched with the components in Table 2 for 
ease in comparing and understanding the specifications. 
 
 The estimated energy leakage in 24 hours was calcu-
lated according to the specifications in Table 2. There are 
certain components in the system, which are always on 
standby, either to sense the presence around the door or 
because of the part’s functionality. These components 
experience quiescent drain currents while they are on 
standby, including the MOSFET and energy- harvesting 
circuit, to keep the system up and running. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Wireless camera system at the door site 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. Wireless camera receiver at the remote host com-
puter port 
 
 Before calculating the overall operating current for all 
components, the total leakage and quiescent currents were 
calculated according to equation 9. 
 
 I1 (LOSS/24HRS) = (IBATTERY_LEAKAGE) + (IHARVEST_LEAKAGE) 
               + (ISWITCH_LEAKAGE)   (9)   
            = [(288µA) + (432µA) + (4.8nA)] 
                = 720.48µA/24hrs  
 
 A value of 720.48µA was estimated to be the standard 
leakage current from the system in the standby mode over 
a 24-hour period. The total leakage and quiescent currents 
were added to the operating currents in 24 hours in order 
to calculate overall current consumption. The steps below 
indicate the order of operation when a camera is taking 
and sending a picture to the remote host computer. 
 

1. Subject walks through the door. 
2. Subject activates the energy-harvesting circuit and 

MOSFET switches. 
3. Charging system charges battery and closes wake-

up switch (solid-state MOSFET). 
4. Microcontroller powers up and closes the hold 

switch. 
5. Microcontroller takes a photo with a camera mod-

ule. 
6. System transmits the photo to the remote host 

computer. 
7. Microcontroller releases hold and powers down. 

Hydraulic Door Closer 
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Table 2. Specifications of the parts for the self-powered wireless camera system 
 

* Leakage into output of energy harvesting circuit from battery.
 
 The typical system event as explained above takes three 
seconds to send a photo (the time increases if more photos 
are transmitted to the base station). The advantage of this 
system is that the camera system does not work during the 
daytime (unless requested) and can be programmed only to 
wake-up and activate the system during the specific time 
periods at night. This makes the system more energy-
efficient and viable at low-power operating rates. The over-
all operating system estimation is given below and assumes 
that the system is activated only at night. 
 
 IWORKING = [(IMicrocontroller) + (ICamera) + (IRF Transmitter) 
         + (IMOSFET*2) * (IPhoto)]             (10) 
 
Where, 
 

IWORKING        = Overall operating current for one object; 
 

IMicrocontroller     = Current consumption of microcontroller; 
 

ICamera            = Current consumption of camera module; 

 
IRF Transmitter = Current consumption of transmitter; 

 
 
IMOSFET  = Current consumption for two    

    switches (MOSFETs); and 
 

PPhoto   = Number of photos for one object sent 
     to the computer database. 

 
The calculation of energy consumption of the camera system 
to transmit a photo for one object is 
 
 IWORKING = [(11µA) + (60mA) + (22mA) 
      + (4.3mA*2) * (1)] 

  = 90.11mAh 
   (current needed to send a photo) 

 
The overall leakage and quiescent currents for the system 
components during system operation were calculated 

# Part Name 
Voltage 
In/Out 

(V) 

Supply & 
Operating 
Currents 

Quiescent 
(Standby) 
& Leak-
age Cur-

rents 

Charging 
and Op-
eration 
Times 

Total Quies-
cent & 

Leakage Cur-
rents 

1 

Gearbox 
Generator 

Tamiya (Manu-
facturer) 
Micromo motors 
(Manufacturer) 

N/A 
1.5V ~0.20A N/A N/A N/A 

2 

Energy Harvest-
ing Circuit 

Linear Technol-
ogy 
IC & Electronic 
components 

1.2V ~12mA ~18µA* 24hrs ~432µA 

3 Battery Typical 
NICD 1.2V ~110mAh ~12µA 24hrs ~288µA 

4 
Sensing Unit 
MOSFET 

N-P Channels 
585-
ALD1115SAL 

0.7/-0.7 ~3/-1.3mA ~0.4nA 24hrs ~4.8nA 

5 Voltage Regula-
tor 

Linear Technol-
ogy 

Varies 
(VOUT) ~Varies ~Varies 24hrs N/A 

6 Micro-
Controller 

PIC16F677-I/P 2V-5.5V ~11µA ~50nA 24hrs OFF 

7 Flash/EEPROM 
Integrated mem-
ory in Microcon-
troller 

N/A N/A N/A N/A OFF 

8 CPU Integrated in 
Microcontroller N/A N/A N/A N/A OFF 

9 Camera Module C328-7640 (S) 3.3V ~60mA ~100µA 24hrs OFF 

10 Radio Transmit-
ter 

MRF24J40-
I/ML 0.3V-3.6V ~22mA ~2µA 24hrs OFF 
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using I1 in equation 2. Since IWORKING was calculated sepa-
rately and added to the overall current consumption in 24 
hours, we get the following: 
 
I1 (LOSS/24HRS) = [(288µA) + (432µA) + (4.8nA)] 

        + [(90.11mA) * (1) * (3)] 
       = 273mA (current consumed in order to 

         transmit a photo in 24 hours) 
 

The calculated value for I1 is converted to the power value in 
order to make a comparison between the power gain and the 
power loss. 
 
 P1 (LOSS/24HRS) = 0.2731A * 3.6V 
            = 0.983W 
 
 As calculated above, the total power drained from the sto-
rage unit is estimated as 0.983W in 24 hours. The total en-
ergy gained from the hydraulic door closer depends on the 
number of people who open the door in 24 hours. Since the 
door opening/closing phases take two seconds, the number 
of people opening the door is multiplied by two seconds.  
 
 P2 (GAIN/24HRS) = EG * NP 
                          = [(3.6V * 0.016A) * (200 * 2)] 
            = 23.04W 
 
P1 and P2 were calculated and converted to the energy value 
in order to make a comparison ratio if energy gain is greater 
than energy loss in order to balance the system power. 

OUTPUT

INPUT
GAIN E

E
E =  (11) 

Where, 
 

EGAIN   = Overall energy gain/loss ratio 
 

EOUTPUT  = Energy consumption by the wireless 
    camera system 

 
EINPUT  = Energy gained from the human powered 
       hydraulic door closer 

 

23
983.0
23

≅=EG  

 As estimated above, the energy gain from the hydraulic 
door closer mechanism is 23 times greater than the overall 
energy consumption of the wireless camera system. The 
estimation comparison was performed running the system 
across its full operating range. Since the energy gain is 23 
times greater than the camera system, the latter can be run 
23 times with the harvested energy. The energy gain/loss 

graph shown in Figure 13 compares the power values for 
various numbers of images. 
 
 As indicated in Figure 13, the power gained would be suf-
ficient to power a wireless camera system. The energy-
harvesting circuit and generator unit, including the gear box, 
can be improved by increasing the gear ratio and motor 
power output to increase the amount of energy scavenged 
from the hydraulic door closer. The energy loss can be de-
creased by replacing the circuit components with the more 
energy-friendly parts of the self-powered wireless camera 
system. Moreover, if the number of door openings increases, 
the battery charging time would be decreased. More door 
openings would keep the battery charged to supply sufficient 
power to the electronic devices without any intermittent 
power failures.  
 

 
 

Figure 13. Energy gain/loss for the wireless camera system 
 

Conclusion 
 
 The design of an energy-harvesting system from a hydrau-
lic door closer was very challenging, due to non-constant 
energy flow.  As an analytical estimation, an electronic cam-
era application was designed to compare the energy gained 
and lost. The power generated in 24 hours was able to run 
the camera system within specific time frames. Depending 
on the number of door opening/closings, the power produced 
can be increased, resulting in more energy in the storage 
device. Taking the viability of the system into consideration, 
this energy-harvesting system would be shared with a hy-
draulic door-closer manufacturer for further investigations. 
The mechanical design of the energy harvesting system will 
be redeveloped and placed inside the hydraulic door closer 
by decreasing the size of the components during a subse-
quent phase of the project. The camera module could also be 
placed closer to the hydraulic door closer to avoid voltage 
drops across the wires. 
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 This experimental study will be a part of a new alternative 
energy course starting in the spring of 2010, and is designed 
to teach students how to discover ambient energy sources. 
Faculty of technology programs can use this research as a 
part of their courses in various content areas such as elec-
tromechanical, electronics etc. This unique experimental 
study can also transfer technology to the classroom in the 
form of energy-conversion techniques for enhancement of 
related undergraduate curricula. 
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Abstract  
 

This case study presents digitization and replication of a 
historical plaster pattern of Robert Morris, one of the foun-
ders of the United States of America. Details of the scanning 
stages and engineering solutions developed for successful 
digitization such as fabrication of a rotary table and its in-
ductance to the scanning software are introduced. The three 
rapid prototyping technologies that produced resin, thermo-
plastic, and metal composite copies in this study are dis-
cussed in detail. Subsequently, the use of Room Tempera-
ture Vulcanization molds to cast polyurethane copies is 
demonstrated. A detailed comparison for the three rapid pro-
totyping technologies as well as producing polyurethane 
copies is provided.  
 
Background 
 

The process of replicating historical artifacts is not new. 
With the development of 2-D computer scanning technolo-
gies, historians, librarians, archivists, museum curators, and 
amateur enthusiasts have been digitizing historical works 
such as books, records, documents, and making them avail-
able to the public [1]. In the past decade, the technology has 
greatly advanced from these 2-D computer scanners to 3-D 
digitizers. This technological advancement has broadened 
the users of reverse engineering to medical technologists, 
historians, anthropologists, paleontologists, primatologists, 
and forensic scientists. In this context, virtual reconstruction 
for forensic applications has been one of the growing appli-
cation fields of reverse engineering, replacing the hard work 
of skull reconstructionists [2].  
 

The virtual reconstruction process starts with digitization 
of physical elements such as bone fragments of a primate or 
a crime victim. These digitized elements are manipulated by 
eliminating noise, filling in missing geometric data, and as-
sembling them within the CAD environment. The next step 
beyond the virtual reconstruction is to realize the CAD 
model via rapid prototyping. One of the other growing ap-
plications of the virtual reconstruction is the generation of 
custom implants or scaffolds for replacement of missing 
sections of human bones [3], which has relied on rapid pro-
totyping and tooling in fabrication of these substitutes and 
implants. 

Data acquisition from fragile historic artifacts residing in 
museums faced the following challenges during scanning of 
the objects [4]: 

 
• The artifact could not be touched by hand or an in-

strument.  
• The artifact could not be moved.  
• The job would need to be accomplished during the 

normal museum hours due to very high after-hours 
security requirements.  

 
This paper outlines the details of a study conducted at 

Robert Morris University to replicate the bust of the found-
ing father after whom the university was named. 
 
Case Study: Bust of Robert Morris 
  

Robert Morris (1734–1806) was a Pennsylvania merchant 
who helped finance the American Revolutionary War. Mor-
ris signed the Declaration of Independence, served in the 
Continental Congress, and gave away his fortune to help 
fund the Colonial Army. During the war, he served as Super-
intendent of Finance, working to establish the first national 
bank and improve the emerging nation’s credit. Morris later 
served as one of Pennsylvania’s earliest senators [5]. 

 
This study presents a case on scanning and duplicating a 

pattern used in fabrication of Robert Morris statutes and 
busts for museums and parks. The pattern, shown in Figure 
1, was restored at the Carnegie Museum of Art in Pittsburgh, 
Pennsylvania. In the summer of 2007, the Robert Morris 
University (RMU) Engineering Department was given the 
task of digitizing and duplicating the pattern without causing 
any damage to it. Because it was made from plaster and al-
most 100 years old, it had to be handled very carefully and 
could not be used as a molding master pattern. The pattern 
was scanned prior to restoration with the intention of rescan-
ning after the completion of restoration. A sand mold was 
also originally planned to be fabricated through rapid manu-
facturing technologies for obtaining full-scale replicas to 
market or to give as gifts. For completing such an applica-
tion, 3-D scan data should be highly accurate to avoid sacri-
ficing any detail made by the artist.  
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Hardware and Software Technologies 
Used 
 

For digitization, a Minolta Vivid 910 scanner and Geo-
magic Studio software were used. The camera could scan 
large free-form objects with a dimensional accuracy of 
0.1270 mm. To assist in the scanning process, a Parker Au-
tomation 200 RT Series motor-driven rotary table with a 
diameter of 203.20 mm and a maximum load capacity of 
approximately 68 kg was available, but not used. Because of 
the geometric complexity of the bust, special attention had to 
be paid to cavities and shiny surfaces. Because the scanner 
did not have the flexibility to reach hard-to-access details, 
the scanning process became more tedious than originally 
expected.  

 

Scanning Process 
 

The main difficulty encountered during the scanning proc-
ess was the special care requirement in handling a historical 
artifact with a value more than $100,000. The pattern would 
fit in a 0.9144 m × 0.9144 m × 0.9144 m work envelope and 
weighed approximately 27.22 kg. Such a large object with a 
vulnerable structure due to its fragile, aged body required 
that a special scanning platform be fabricated. Figure 2 
shows the rotary table built to accommodate this large part 
in a stable manner. Even though the original rotary table can 
handle up to approximately 68 kg, its footprint was not large 
enough for the pattern [6]. 

 
Once placed on the platform, the object would not be 

moved. Because the original platform spins automatically to 
enable data capture through 360º during the scanning proc-
ess, it was necessary that the manual platform rotate as well. 
The investigators calibrated the new rotary table as if it was 
the one connected to the PC with the Geomagic Studio soft-
ware and accomplished each shot by matching the angle of 
rotation at the software tool and the manually driven table. 
Various rotation angles were used. After a brief study, a ro-
tation interval of 30º was selected as the stepping angle for 
the consecutive scans. As the Geomagic software was in-
structed to rotate the original rotary table 30º for the next 
scan, the investigators manually moved the second table 
with the actual piece 30º. 
 

The captured data were processed within the Geomagic 
Studio reverse engineering software. This handling process 
consisted of three phases: point, polygon, and shape. The 
following functions were utilized during the data manipula-
tion stage: 

 Point Phase (filtering points, registration, reducing 
noise, filling holes, and merge) 

 Polygon Phase (cleaning, filling holes, boundary edit-
ing, relaxing boundary, defeature, decimating poly-
gons, sandpaper, relaxing polygons, sharpening wiz-
ard, and manifold operation) 

 Shape Phase (saving the file in STL format) 
 

 
Figure 1. Historical Pattern of Robert Morris after Restoration 
 

 
Figure 2. Custom Rotary Table Made to Scan the Robert Mor-
ris Bust 
 

The most tedious data handling steps were registering in-
dividually scanned surfaces and cleaning up spikes and inac-
curate areas due to the size and complexity of the scanned 
object. Upon completion of the reverse engineering process, 
the file was saved in STL (Stereolithography) format, which 
is a triangular-based image of an object’s 3-D surface ge-
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ometry. The STL file size was approximately 200 MB. The 
polygon model of the pattern and the STL file resulting from 
the polygon model are presented Figures 3 and 4, respec-
tively. 
 

 
Figure 3. Results of the Scanning – the Polygon Model 
  

The STL file was later used to create 3-D physical replicas 
of the original piece. Replicas were produced employing the 
following equipment: (i) 3D Systems Viper Si Stereolitho-
graphy (SLA) machine, (ii) Stratasys Dimension Elite Fused 
Deposition Modeling (FDM) machine, and (iii) EX ONE 
ProMetal RXD (R1) 3-D Metal Printing machine, all housed 
in the RMU Engineering Department. 
 

Prototyping of the Bust 
 

The Viper SLA failed to build the part initially due to PC 
hardware failure at the machine. It was later realized that the 
Viper SLA’s controller unit had to be upgraded to process 
such a large STL model. The number of triangles had to be 
reduced to control the STL file size for handling without 
losing the details or accuracy of the data as well. The hard-
ware upgrades helped improve the physical capabilities of 
the SLA system and resolved the main issue before the pro-
totyping stage. The DSM-Somos WaterShed 11120 clear 
SLA resin was used to produce the scaled Robert Morris 
bust shown in Figure 5. Next, the Dimension Elite FDM 
machine produced the bust with the same scale using ABS 
plastic without any problems. However, employing ProMe-
tal’s RXD (R1) was not possible due to its small build enve-
lope. Consequently, The EX ONE Company helped RMU 
build the replica by using an R2 machine that had adequate 

build volume. Thirty micron 420 stainless steel (S4) powder 
was used to fabricate the metal replica. After the build proc-
ess, the piece was infiltrated with bronze to make it durable 
enough for handling. Both the FDM- and ProMetal-built 
parts are presented in Figure 6. 

 
 

 
Figure 4. The STL File 

 
 

 
Figure 5. SLA Part Made with DSM-SOMOS Watershed 11120 
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Figure 6. ABS and S4/Bronze Reproductions Made with FDM 
(left) and ProMetal 3D Printing (right) Technologies 
 

Indirect Rapid Tooling Project 
 

Indirect rapid tooling can be realized by utilization of 
various processes including Room Temperature Vulcaniza-
tion (RTV) based on silicon rubber molding. Employing a 
metal composite pattern, the authors fabricated tin-cured 
silicon rubber molds to cast polyurethane replicas of the RP 
pattern. 

 
The RP pattern was built in the ProMetal’s R2 machine 

using a stainless steel (S4) base with bronze infiltration, as 
seen in Figure 6. A two-piece silicone rubber mold was built 
around the pattern. The molding material selected was 
SMOOTH-ON’s Moldmax 40 (40A tin silicone) [7]. Ap-
proximately 20 hours was deemed suitable for curing time to 
obtain a solid mold. However, the molding was held longer 
to ensure complete curing. Moldmax 40 was ideal for trans-
ferring the details of the RP pattern. It also carried the char-
acteristics of other advanced silicone molding materials: (i) 
good release properties and mold life for casting polyure-
thane, (ii) low shrinkage and good dimensional stability, (iii) 
good tear resistance, (iv) high elongation for easy removal of 
complex parts, and (v) medium mixed viscosity and medium 
hardness. 

 
The material selected for the RTV process was the fast 

setting Smooth Cast 320, which is a polyurethane material, 
also from SMOOTH-ON. It sets in about 10–15 minutes and 
works well with the selected mold material [8]. Mann Tech-
nologies 200 Easy Release Agent was also employed in the 
process. The mold halves and a polyurethane replica pro-
duced by them are presented in Figure 7, and a finished and 
painted replica is presented in Figure 8. 

Table 1 illustrates the dimensional accuracy of the proc-
esses used including ProMetal, SLA, FDM, and RTV Silicon 
Rubber Molding, fabrication lead times and costs for making 
a single Robert Morris bust replica. The cost of making an 
RTV mold, the cost of the ProMetal R2 piece, and the lead 
time for the ProMetal process are given in the table as well. 
The following details were taken into account while con-
structing Table 1: 

 
• The fabrication lead times include post-processing 

times for each process.  
• The part and molding cost for the RTV process in-

clude the material cost and the labor involved.  
• For the RP processes, there can be two types of cost 

estimation: (i) rough quote based on the weight of the 
RP part, and (ii) precision quote based on the build 
time [9]. The precision quote considers the cost ele-
ments incurred during three stages: pre-process, proc-
ess, and post-process. These stages include CAD de-
sign, file preparation for RP hardware, set up of the 
RP hardware, cleaning and finishing processes, post-
curing, taxes, and profits.  

 
o The Robert Morris pattern fits in an enve-

lope of (x-axis) 117.60 mm x (y-axis) 
102.10 mm x (z-axis) 91.70 mm. Its vol-
ume was calculated as 2.2780 x 105 mm3 
by the 3D Systems SLA Viper software, 
and 2.2696 x 105 mm3 by the Stratasys’ 
FDM/Dimension machine. The material 
cost for the SLA Viper System was 
$61.23, and the material cost for the 
FDM/Dimension was $60.96.  

o While the FDM/Dimension machine costs 
$20/hr for use, the same cost factor for the 
SLA viper is $47.29/hr. ProMetal R2 op-
erational cost is not known precisely but 
can be estimated to be within the $20 to 
$30 range. 

 
Based on the information supplied in Table 1, it can be 

concluded that producing the part via FDM Dimension in-
curs the least cost compared with the other two RP proc-
esses.  
 

However, the SLA process is the fastest and delivers the 
best accuracy of the three technologies. Nevertheless, these 
RP technologies are still not cost effective for directly repli-
cating artifacts with a relatively large part envelope, even 
after scaling down dimensions of the pieces. For instance, 
for a batch of 50 SLA-made busts, the cost will still be 
$387/piece. Moreover, all three RP technologies require long 
build times and therefore cannot be relied upon for increas-
ing productivity even with smaller batches. 
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Table 1. Comparison of Prospective Replica Materials and As-
sociated Processes 

Material/ 
Process 

S4/ 
ProMetal 

Somos 
11120/ 
SLA 

ABS/ 
FDM 

PU/ 
RTV 

Mold 
Cost ($) 

 
- 

 
- 

 
- 

 
1,547 

 
 

Dim. 
Accuracy 

 
± 0.127 

mm 
and 

±0.2% 
for 

shrinkage 
 

 
**Varies 
between 
± 0.0508 

mm - 
± 0.2540 
mm [10] 

 
± 

0.2540 
mm 
[11] 

 
0.1016 

mm/mm 
for 

shrinkage 

Lead 
Time (hr) 

 
*53 

 
14.50 

 
19.02 

*** 
24.20/ 
0.20 

Part 
Cost ($) 

 
1,500 

 
652 [12] 

 
408 
[13] 

 
1,560 

 
*Lead time includes debinding of the binder and the infiltration of 
bronze. Post processes may take up to three times of the actual RP 
process time. Shot blasting may also be used in improving surfaces. 
** Horizontal and vertical accuracy, and accuracy for the first ver-
tical inch and afterward, are included. 
*** RTV mold fabrication lead time and molding lead time are 
presented. 
 

 
Figure 7. A Polyurethane Replica and Its Silicon Rubber Mold 
Halves 
 
 In this study, the ProMetal R2 model was utilized as a 
pattern in making the RTV molds. This adds to the cost of 
the RTV molding process, and the resulting replica is the 
most expensive with a cost of $1,560. However, this figure  

 
Figure 8. Finished Robert Morris Bust Replica with an Added 
Base 

 
is only for one part. Because the mold can be used for a 
batch of 50 parts, this cost can be reduced to approximately 
$44/piece. Similar results can be obtained for SLA/RTV 
molding or FDM/RTV molding couplings. Because SLA 
delivers the best dimensional accuracy, surface finish, and is 
second best in cost, it can be used with the RTV process for 
making replicas. SLA/RTV coupling results in a cost of ap-
proximately $27/piece for a batch of 50 parts. In the case of 
the RTV molding, close to 50 pieces can be made in an 
eight-hour shift once an RTV mold is built. Two molds will 
produce twice as many, though a batch this size will take a 
substantially longer time to build directly with the RP sys-
tems used in this study. However, the only drawback of the 
RTV molding process is having less dimensional accuracy 
compared with the replicas made directly at the RP systems.  

 

Conclusions and Future Work 
 

One of the most promising uses of reverse engineering 
technology is heritage conservation. Reverse engineering 
and rapid prototyping can be employed in preserving history. 
This study is an account of efforts made to preserve an im-
portant artifact at Robert Morris University. Even though it 
was a non-conventional project for the investigators due to 
its sensitive nature, various engineering problem-solving 
methods were applied in the scanning and replication proc-
esses. In the near future, the investigators plan to employ the 
capabilities of the RMU Engineering laboratories to work on 
collaborative efforts with forensics scientists or anthropolo-
gists. There is an ongoing development effort to include 
some of these subjects within the ENGR 4801 - Reverse 
Engineering and Rapid Prototyping course curriculum. 

 
The digitized data resulting from the reverse engineering 

process could be used in preparation of digital and interac-
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tive exhibits and bringing these artifacts to many more peo-
ple through Web resources. By helping the preservation 
process, the engineering field will have a great role in pre-
serving our past. By also creating such incredibly detailed 
and identical replicas of historical artifacts, we can ensure 
that the artifacts will never be lost.  

 
In terms of the indirect tooling applications, an RP/RTV 

molding combination seems to be the logical answer for 
making replicas of historical busts at this dimensional scale. 
Once an RTV mold is fabricated, replicas can be made about 
one every 10–15 minutes at a fraction of the cost of RP 
processing methods. The only drawback of such a system is 
again the tool life. It is very limited, and may require re-
placement after only 50 pieces. Additional manufacturing 
volume requirements make use of a set of molds necessary, 
also adding to the overall cost. However, in this case study, 
the authors showed that making a limited number of repli-
cas, perhaps 50 to 100, is justifiable in terms of the costs and 
the quality obtained through the process. 

 
Future work by the authors will include: (i) influence of 

part dimensional requirements (scale) on process selection 
for rapid manufacturing, and (ii) effect of manufacturing 
volume requirements on process selection for rapid manu-
facturing. Future work may also involve rapid-tooling ap-
proaches other than RTV molding including sand casting or 
injection molding. 
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Abstract  
 

Ceramic matrix composites provide characteristics suit-
able for high-temperature applications such as jet engines, 
due to their high strength and toughness, low density, creep 
and thermal shock resistance. The use of continuous fiber-
reinforced ceramic-matrix composites for propulsion appli-
cations requires evaluation of performance and durability of 
these materials under static and cyclic loading at elevated 
temperatures. This paper presents the results of an experi-
mental study as part of a larger investigation, to characterize 
cyclic fatigue response of a SiC/SiC composite-material 
system. In this study, the author investigated and character-
ized the behavior of fiber-reinforced silicon-carbide matrix 
composites at 1800 °F under fully-reversed cyclic loading 
with a frequency of 1 Hz. Results for various stress levels 
representing various states of damage are presented. Results 
of tests for cross-ply and quasi-isotropic laminates are pre-
sented and compared. 

 

Introduction 
 

 Reinforcement of ceramic materials with high modulus 
and high strength fibers has resulted in tougher materials 
with improved properties such as strength, fracture resis-
tance [1], fatigue resistance, creep resistance and thermal 
shock resistance [2]-[3]. These improved properties prompt-
ed many researchers to look into potential uses of these ma-
terials in structures with launch technology propulsion appli-
cations [4], nuclear applications [5], or as fasteners [6], 
among others. For propulsion applications, with operating 
temperatures well above 1800 °F, evaluation of performance 
and durability of any candidate material under static and 
cyclic fatigue loading is required. This study followed the 
previous work by the author and is intended to characterize 
the thermo-mechanical behavior of a model material, sili-
con-carbide fiber (Nicalon) reinforced enhanced silicon-
carbide matrix composite (Nicalon1/E-SiC) processed by a 
chemical vapor infiltration technique (CVI) [7]. 
 

Investigative Approach 
  
 The emphasis was mainly on the cyclic fatigue behavior of 
this material at elevated temperatures. 

 Potential damage modes and failure mechanisms as a 
function of applied load levels—stacking sequence, speci-
men geometry, and test temperature—are discussed. This 
study was part of a larger investigation and followed the 
earlier experimental research [7]. In the near future, the re-
sults of this study will be used for calibration of a prediction 
model, which is based on a damage-accumulation concept 
and uses remaining strength as a damage metric, to predict 
life and remaining strength 
 
 Fully-reversed cyclic loads are considered by many to be 
the most damaging to fiber composites because of activation 
of both tensile and compressive damage modes. Depending 
on the relative competition of these damage modes, either 
tensile or compressive-failure will be the controlling mode. 
Therefore, fully-reversed loading provides an opportunity to 
observe different damage mechanisms in composite lami-
nates. In a load-controlled mode, bow-tie shaped specimens 
with stacking sequences of [(0,90)/(0,90)]2s (cross-ply) and 
[(0,90)/(+45,-45)]2s (quasi-isotropic) were subjected to a 
sinusoidal waveform with a frequency of 1 Hz, and a fatigue 
ratio of R=-1 under atmospheric air at 1800 °F (Figure 1).  
 
 
 
 

Figure 1. Geometry of test specimens 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
Figure 2. Schematic of the test set-up for elevated-temperature 
axial testing 
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    The proposed test matrix for cross-ply and quasi-isotropic 
laminates is presented in Table 1. Based on the availability 
of specimens at least two specimens were tested at each 
stress level. A run-out (RO) test, according to the High-
Speed Civil Transport (HSCT) standards for cyclic fatigue 
of ceramic matrix composites [8], was set at 105 cycles. The 
remaining material properties of run-out specimens were 
obtained by conducting quasi-static tensile tests at tempera-
tures under stroke control. 
 
Table 1. Test matrix for cyclic tests of [(0,90)/(0,90)]2s and 
[(0,90)/(+45,-45)]2s laminates for R=-1, f=1 Hz, T=1800 °F 

# of  
Specimens 

Loading 
Mode 

Max. Stress 
Level 

% Life 
Cycled  

2 Load σ1 100 

2 Load σ2 100 

2 Load σ3 100 

 

Material and Specimen Geometry 
  

Test specimens were fabricated of 2-D woven flat coupons 
made of Ni/E-SiC composite material. This material was 
processed by an isothermal chemical vapor infiltration tech-
nique (ICVI) manufactured by Du Pont Lanxide Compos-
ites, Inc. The reinforcement phase was ceramic grade Nica-
lon fiber (0/90 plain weave cloth) and the matrix material 
was enhanced SiC (containing boron-based particles for pro-
tection of fibers against oxidation). Each ply had a thickness 
of 0.0105″, a density of 0.83 lbs/in3, a fiber volume fraction 
of 40%, and a porosity of 12%. Specimens were cut from 
12″×12″ panels with cross-ply and quasi-isotropic stacking 
sequences into bow-tie shapes using a water-jet technique. 
Based on their width, specimens were categorized as wide 
specimens (average thickness = 0.09″, gage section width = 
0.75″, grip section width = 0.85″, and length = 6.0″), and the 
narrow specimens (thickness = 0.09″, gage section width = 
0.40”, grip section width = 0.50″, and length = 6.0″). Fi-
nally, for protection against oxidation, a layer of SiC (80-
100 µm) was deposited on the outer surface. 

 
 Utilizing an elevated-temperature axial testing system 
(Figure 2)  and tensile test results of cross-ply and quasi-
isotropic laminates at 1800 °F obtained from the first phase 
of this investigation [7], fully-reversed cyclic fatigue tests 
were carried out at 1800 °F under three different stress lev-
els. According to the tensile stress-strain curve for these 
laminates (Figures 3 & 4), these stresses correspond to loca-
tions of well below, right at, and well above the Proportional 
Limit Strength (PLS). Based on a PLS of 12.7 ksi (measured 
using a 0.005% offset strain method), stresses of σ1=10 ksi, 

σ2=13 ksi, and σ3=15 ksi were chosen as the maximum ap-
plied stress levels. The 10 ksi stress level is located within 
the linear elastic range; the 13 ksi stress level is located in a 
region where material is going through the transition from 
linear elastic regime to nonlinear regime; and, the 15 ksi 
stress level is located in a nonlinear regime past the transi-
tion region. 
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Figure 3. Room and elevated temperature tensile responses of 
[(0,90)/(0,90)]2s laminates 

Figure 4. Room and elevated temperature tensile responses of 
[(0,90)/(+45,-45)]2s laminates 
 

Cross-Ply Laminates 
 

From a total of seven specimens designated for this testing 
category, two were tested at 10 ksi, two at 13 ksi and three at 
15 ksi stress levels. At least one 0.75″-width specimen was 
included in each stress level. All of the 10 ksi tests lasted 
more than 105 cycles (representing an exposure time of 28 
hours at temperature) and were considered as run-outs. 
Typical stress-strain loops were collected using an x-y plot-
ter (Figure 5). Close inspection reveals that the application 
of the first loading cycle resulted in a small amount of hys-
teresis on the tensile-loading side of the curve, which lasted 
almost 5x104 cycles and gradually disappeared upon further 
cycling. This energy dissipation is believed to be associated 
with the presence of matrix micro-cracks at this load level. 
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Damage mechanisms such as stretching of fibers, breaking 
of fibers, sliding of interfaces, and crack deflection can also 
contribute, either alone or in combination, to energy dissipa-
tion. The small magnitude of hysteresis area at this load 
level did not permit an accurate measurement although stiff-
ness measurements were made. During these tests, damage 
and damage evolution were confined to the tensile side of 
loading. This was expected as the Ultimate Compression 
Strength (UCS) for this material is reported to be almost 
twice as large as the Ultimate Tensile Strength UTS [9].  

 
Tensile tests under stroke control at 1800 °F were con-

ducted on the run-out specimens. Large scatters in initial 
elastic modulus values (Young’s elastic modulus prior to 
cycling) were present, which might have contributed to vari-
ation in material response (especially in strain to failure). 
The scatter in initial elastic modulus values was believed to 
be directly related to the degree of porosity for these mate-
rial systems. A nominal value ranging from 10% to 12% has 
been reported. In the initial elastic region, matrix contributes 
substantially to the modulus of composite. Presence of any 
porosity results in lower actual matrix volume fraction, the-
reby causing a reduction in the elastic modulus. This may 
explain why there is larger scatter in elastic modulus than 
tensile strength. 
 

The 10 ksi tests did not result in failure of specimens. Ini-
tial elastic modulus, representing the virgin state of material, 
was measured and recorded. Measured remaining properties 
indicated an average final elastic modulus (Young’s elastic 
modulus after cycling) of 16.13 Msi, a remaining strength 
(Sr) of 26.16 ksi, and a remaining strain-to-failure of 0.278% 
(Table 2). These values represented a decrease of 7%, 27%, 
and 47% from the corresponding average values obtained 
from the tensile test of virgin specimens at 1800 °F. Due to 
the presence of large scatter in initial elastic modulus, the 
percent reduction in modulus was based on the average ini-
tial elastic modulus of the same (17.38 Msi in case of the 10 
ksi test) specimens, which is much smaller than 20.50 Msi 
reported previously). The PLS and its associated strain re-
mained basically unchanged. Specimens with wider gage 
width provided higher remaining properties. 
 

The 13 ksi tests resulted in failure of all specimens, where 
an average life of 26,000 cycles was recorded (representing 
an exposure time of 8 hours). Typical stress-strain loops 
were collected and results are presented in Figure 6. The 
stress-strain hysteresis loops indicated significant amounts 
of damage, generated upon application of the first loading 
cycle. This was expected as the 13 ksi stress level caused 
significant matrix cracking. An average value of 18.37 Msi 
was obtained for initial elastic modulus. Similar to 10 ksi 
tests, damage initiated on the tensile side of loading. Upon 
further cycling, damage evolved and grew slowly into the 

compression side. The presence of a small amount of hys-
teresis on the compression side may, in part, be explained by 
the fact that the 13 ksi stress level was large enough to pro-
duce fiber matrix de-bonding, matrix crack, fiber fracture, 
and fiber pull-out. Depending on the position of broken fi-
bers and the large matrix cracks upon unloading, some of 
these broken fibers did not go back into the matrix from 
which they were pulled. The ends of the broken fibers were 
deflected such that they prevented full crack closure.  
 

This argument was supported by the absence of stiffness 
degradation on the compression side of stress-strain curves, 
where the unloading compressive modulus provided the 
same value as loading compressive modulus. The hysteresis 
area increased steadily from the second cycle with the high-
est hysteresis occurring on the last cycle before final failure. 
It was not possible to capture the last few cycles before final 
failure without running the risk of computer storage over-
flow. The specimen with larger gage width lasted longer. 
 

Depending on the gage width, the 15 ksi tests showed 
large scatter in cycles to failure values. The wider specimens 
lasted almost twice as long as the narrow specimens. Narrow 
specimens showed similar cycles to failure averaging at 
12,350 cycles (representing an exposure time of almost 3.75 
hours). It was decided to discard the life of the wide speci-
mens and use the average life of narrow specimens as the 
reference life. This life is almost half of the life for 13 ksi 
tests. The measured initial elastic modulus values were very 
close, averaging 18.03 Msi. Typical hysteresis loops were 
collected and are presented in Figure 7. As is indicated by 
the size of the hysteresis loops, 15 ksi stress levels generated 
more damage in the material than the other two stress levels. 
Similarly, damage was initially confined to the tensile load-
ing side (at least for the first 100 cycles).  

 
Figure 5. Stress-strain loops for a [(0,90)/(0,90)]2s laminate 
for σmax=10 ksi, R=-1, and f=1 Hz at 1800 ºF 
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Upon further cycling, hysteresis grew into the compression 
side. As to the nature of hysteresis on the compression side, 
the same argument as for the 13 ksi tests may be applied 
here. It should be noted that in all of these tests, tensile fail-
ure proved to be the dominant failure mode and always oc-
curred in the specimen’s discoloration zone. 
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Figure 6. Stress-strain loops for a [(0,90)/(0,90)]2s laminate 
for σmax=13 ksi, R=-1, and f=1 Hz at 1800 ºF 
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Figure 7. Stress-strain loops for a [(0,90)/(0,90)]2s laminate 
for σmax=15 ksi, R=-1, and f=1 Hz at 1800 ºF 
 
    Normalizing the applied stresses with respect to UTS, the 
S-N diagram (stress-cycle relationship), when plotted with a 
semi-log axis, indicates a straight line (Figure 8). This line 
may best be represented by (Sa/Su) = 1.0008-0.0624*Log 
(N), where Sa, Su, and N represent the applied stress, ulti-
mate tensile strength, and number of loading cycles, respec-
tively. These results indicate that matrix cracking played the 
most important role. With stress levels at or above the PLS, 
the composite has a short life. Also, porosity seemed to in-
fluence the fatigue response. This assessment was supported 
by the presence of large amounts of porosity at the fractured 
  

surfaces. Moschelle et al. [10] have reported similar obser-
vations based on room-temperature fatigue test results of 
regular Nicalon/SiC. 
 
Table 2. Fatigue test results of [(0,90)/(0,90)]2s laminates for R=-
1, and f=1 Hz, at 1800 οF 

Spec.I.
D. & 

Width 

σmax (ksi) 
& 

Cycles 

Ei  
& Ef 
(Msi) 

PLS (ksi) 
& Strain 

(%) 

Sr (ksi)  
& 

Strain (%) 
025-09 
(0.40″) 

10.0 
RO, OX 

16.41 
& 14.99 

11.70  
& 0.075 

24.85 
& 0.263 

020-09 
(0.75″) 

10.0 
RO, IX 

18.34 
& 17.26 

13.59 
& 0.079 

27.51 
& 0.293 

Ave. 
Value 

10.0 
RO 

17.38 
& 16.13 

12.65 
& 0.077 

26.18 
& 0.278 

024-07 
(0.40″) 

13.0, OX 
23515 

18.10 
& NA 

NA NA 

020-08 
(0.75″) 

13.0, OX 
28486 

18.63 
& NA 

NA NA 

Ave. 
Value 

13.0 
26000 

18.37 
& NA 

NA NA 

021-08 
(0.40″) 

15.0, OX 
12679 

18.12 
& NA 

NA NA 

023-10 
(0.40″) 

15.0, OX 
12022 

17.93 
& NA 

NA NA 

018-10 

(0.75″) 
15.0, IX 
21825 

NA NA NA 

Ave. 
Value 

15.0 
12350 

18.03 NA NA 

 

0

0.2

0.4

0.6

0.8

1

1.2

1 10 100 1000 10000 100000 1000000

A
pp
lie
d 
St
re
ss
 (S
a/
Su
)

Cycles (N)

(Sa/Su)=1.0008-0.0624 Log(N)

Run Out

 
Figure 8. Cyclic fatigue response of [(0,90)/(45,-45)]2s laminates 
for R=-1, and f=1 Hz at 1800 ºF 
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Quasi-Isotropic Laminates 
 

Similar to cross-ply laminates, all of the 10 ksi tests re-
sulted in run-outs. The stress-strain loops indicated similar 
characteristics as the cross-ply laminates (Figure 9) with an 
average initial elastic modulus of 17.76 Msi. Based on quasi-
static tensile tests at 1800 °F, an average final elastic mod-
ulus of 16.35 Msi, a remaining strength of 25.56 ksi, and a 
remaining strain to failure of 0.289% were recorded (Figure 
12).  

 

 
Figure 9. Stress-strain loops for a [(0,90)/(45,-45)]2s laminate 
for σmax=10 ksi, R=-1, and f=1 Hz at 1800 ºF 
 
 

-15

-10

-5

0

5

10

15

-0.1 0 0.1 0.2 0.3 0.4 0.5

St
re
ss
  (
ks
i)

Strain (%)

0007-001-030-14

1    2    3   4     5   10   20   50  100  200   
0.5k  1k  2k  5k  10k

 
Figure 10. Stress-strain loops for a [(0, 90)/(45,-45)]2s laminate 
for σmax=13 ksi, R=-1, and f=1 Hz at 1800 ºF 
 
 The 13 ksi tests resulted in an average life of 25,140 cy-
cles (an exposure time of 7.25 hours). This is very similar to 
the average life of cross-ply laminates. An average initial 
elastic modulus of 18.26 Msi was obtained. The typical 
stress-strain loops are presented in Figure 10. The evolution 
of hysteresis resembled those of cross-ply specimens and the 
same argument for the presence of hysteresis may be ap-
plied. The 15-ksi stress-level tests resulted in an average life 

of 14,800 cycles (an exposure time of 4.36 hours). Similar to 
cross-ply laminates, this life was almost half of the life 
achieved by 13 ksi tests. Unlike 13 ksi tests, the life for 15 
ksi tests was slightly higher than its cross-ply counterpart. 
An average value of 16.97 Msi was recorded. Typical stress-
strain hysteresis loops are shown in Figure 11. 
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Figure 11. Stress-strain loops for a [(0,90)/(45,-45)]2s laminate  
for σmax=15 ksi, R=-1, and f=1 Hz at 1800 ºF 
 

Figure 12. Fatigue test results for [(0,90)/(+45,-45)]2s laminates 
with R=-1, and f=1 Hz, at 1800 οF 
 
 In general, the off-axis lamination did not significantly 
influence the fatigue response. The S-N diagram showed 
characteristics similar to the cross-ply laminates. The fatigue 
S-N data may best be represented by a straight line such as  
 

Spec.I
.D. & 
Width 

σmax 
(ksi) & 
Cycles 

Ei  
& Ef 
(Msi) 

PLS (ksi) 
& Strain 

(%) 

Sr (ksi)  
& 

Strain (%) 
009-09 
(0.40) 

10.0 
RO, IX 

18.63 
& 16.82 

12.36 
& 0.077 

26.38 
& 0.300 

009-10 
(0.40) 

10.0 
RO, IX 

16.89 
& 15.87 

12.36 
& 0.082 

24.73 
& 0.277 

Ave. 
Value 

10.0 
RO 

17.76 
& 16.35 

12.36 
& 0.079 

25.56 
& 0.289 

030-01 
(0.40) 

13.0, OX 
24300 

18.01 
& NA 

NA NA 

030-02 
(0.40) 

13.0, OX 
25980 

18.51 
& NA 

NA NA 

Ave. 
Value 

13.0 
25140 

18.26 
& NA 

NA NA 

030-03 
(0.40) 

15.0, OX 
15614 

17.56 
& NA 

NA NA 

030-04 
(0.40) 

15.0, OX 
13986 

16.37 
& NA 

NA NA 

Ave. 
Value 

15.0 
14800 

16.97 
&NA 

NA NA 
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(Sa/Su) = +1.0032-0.0595 Log (N), as shown in Figure 13. 
The slope of this line was slightly lower than the one for the 
cross-ply case. Comparison of average remaining properties 
of cycled specimens with the corresponding un-cycled val-
ues indicated a reduction of 8%, 23% and 37% in elastic 
modulus, UTS and strain to failure, respectively. With an 
offset strain of 0.005% and a PLS of 12.36 ksi, with a corre-
sponding strain of 0.079%, were also obtained. A compari-
son between remaining strength and remaining strain values 
of cross-ply and quasi-isotropic laminates did not show sig-
nificant differences in property degradation as a function of 
stacking sequence (Figure 14). 
 

Figure 13. Cyclic fatigue response of [(0,90)/(45,-45)]2s lami-
nates for R=-1, and f=1 Hz at 1800 ºF 
 

Summary 
 

In fully-reversed cyclic fatigue tests, the compression part 
of loading, in general, does not influence the material re-
sponse directly, but reduces the time that cracks stay open by 
half. Cross-ply and quasi-isotropic laminates show very 
similar fatigue behavior, remaining strength, and life. Re-
sults indicate that matrix cracking plays the most important 
role. With stress levels at or above the proportional limit 
strength, the composite has a short life. Also, porosity seems 
to influence the fatigue response significantly. This assess-
ment was supported by the presence of a large amount of 

porosity at the fractured surfaces. The fatigue threshold 
stress, the level at which run-out occurs, is believed to be 
lower than the proportional limit strength. 
 
 

 
Figure 14. Remaining strength and strain for [(0,90)/(0,90)]2s 
and [(0,90)/(+45/-45)]2s laminates after 100k cycles, σmax=10 
ksi, R=-1, and f=1 Hz at 1800 °F 

 

Further Research 
 
 To have a better picture of the fatigue response for these 
materials, more tests are needed to complete the S-N dia-
gram. The next phase of this research will also include in-
dentifying damage modes and failure mechanisms and to 
quantify damage accumulation in terms of stiffness degrada-
tion and remaining strength. The intention is to use the re-
sults of this study to enable and calibrate a prediction model. 
This model, which is based on a damage-accumulation con-
cept and uses remaining strength as a measure of damage, 
will be utilized to predict life and remaining strength.  
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SIMULATION OF A TENNIS PLAYER’S SWING-ARM 
MOTION 
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Abstract  
 

Human-factors modeling and the simulation of the human 
movement have been critical bases for finding the optimized 
motion in a variety of areas. This study investigated both 
aspects:  the mechanical modeling of the human arm struc-
ture and the computational simulation and analysis of a ten-
nis player’s full-swing motion, while the player receives a 
ball. For this objective, the arm structure was regarded as a 
serial 6 degrees of freedom (DOF) mechanical manipulator 
with three rigid links. Each joint-angle data point was ob-
tained in a discrete manner through the observation of a re-
lated video file. The data were then applied to the Denavit-
Hartenberg (DH) Convention to lead the position vectors of 
the shoulder, elbow, wrist, and the center point of the racket. 
The smooth position functions along the DH parameter 
( through ) were achieved through the cubic spline in-
terpolation theory. The 3-dimensitonal graphical simulations 
were produced based on these smooth functions in MAT-
LAB. Additionally, in order to measure the tennis player’s 
quality of performance, the constraint functions of stress and 
potential energy were evaluated. The results of the analysis 
were expected to provide valuable information on a tennis 
player’s full-swing motion and also serve as a guide for 
making optimal movements.  

 

Introduction 
 

 Human-factors modeling and the simulation of the human 
movement have been widely used as critical tools for im-
plementing optimized human motion in a variety of areas 
including the factory floors: management constantly seeks 
better ways of organizing work space [1]; building-
construction areas are ergonomically designed with barrier-
free equipment or safe structure for physically disabled per-
sons [2]-[7]; the improvement of the efficiency of troop 
movement on military fields [8]-[10], and so on. In particu-
lar, one of the most wide-open areas, where the analysis of 
the human body’s movement is used, may be in the field of 
sports [11]-[13]. The analysis of the technical deficiencies of 
an athlete can assist the coach or teacher in identifying the 
areas where the athlete needs to improve his/her perform-
ance. In addition, this analysis can be applied for reforming 
the athlete’s habitual motion, which may potentially cause 
repetitive fatigue or sudden injury. This study also analyzed 
the athlete’s performance.   

In tennis, athletes seek to perfect their swing so that the 
ball is placed on the desired point as accurately and as fast as 
possible. In other words, people have always wondered what 
the perfect forehand swing is in tennis. However, no one has 
come up with an exact explanation of what it is. This is 
mainly because human subjects are extremely complex and 
have intrinsic limitations. As humans are unquestionably the 
random variable, subject to fatigue, and have limitations of 
strength and coordination, they must be treated with a con-
siderable measure of safety and ethics. Theoretically, the 
subject of the perfect swing motion may be summarized as 
an individual’s optimization problem depending on the vari-
ous cost functions such as personal discomfort, fatigue, ef-
fort, potential energy, dexterity, etc.  Nevertheless, people 
have tried to mimic the world’s top players’ motions 
throughout the decades for many reasons; perhaps out of 
curiosity of top players’ abilities and long experiences, or 
perhaps to investigate the best way to improve their athletic 
techniques or formulate techniques that would reduce stress 
on their arms. 

 
 The main objectives of this study were the implementation 
of a computational simulation of the world’s top tennis 
player’s forehand stroke, and the provision of biomechanical 
information by analyzing the simulation. The authors ad-
dress these objectives in the following order: 
 

• A general modeling method for a mechanical rigid 
body 

• Collection of data through the observation of a vid-
eo file  

• Conversion of discrete data into smooth functions  
• Computational simulation of the motion based on 

the smooth data in MATLAB  
• Analysis of the simulation and optimization factors 

 

Method of Kinetic Modeling 
 

 Biomechanical investigations often involve a simplified 
mechanical model of a human body. Mass-spring-damper 
models are often used to model human movements in which 
impacts occur. Musculoskeletal models are mostly used for 
describing individual muscles [14]. For kinetic analyses, one 
of the most commonly used models is the rigid-body model. 
Rigid-body models represent the human system in whole or 
part as a set of rigid segments controlled by joint move-
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ments. In other words, the human body is considered as a 
system of serial rigid manipulators, which are connected at 
easily-identifiable joints. Theories of anatomical and ex-
perimental mechanisms characterize joints of these manipu-
lators so that a position vector can describe the location of 
the specific point in terms of all joint displacements. For 
example, Dapena [15] developed a 15-link segment model in 
his optimization of a high jump; Yeadon [16] used a rigid 
11-segmental model with 17 degrees of freedom to describe 
the aerial movements of the human body.  Figure 1 illus-
trates how the authors in this study segmented the arm struc-
ture [13], [17], [18]. 
 
 In this study, the authors considered a mechanical system 
of three articulated rigid links that were composed of the 
upper arm from shoulder to elbow, the lower arm from el-
bow to wrist, and the hand-to-racket link from wrist to the 
center of the racket. It was assumed that body segments are 
rigid-links, and joints are frictionless and hinged. Each link 
was connected with two revolute joints, as shown in Figure 
1. Information from anthropometry in occupational biome-
chanics, which deals with the measure of size, shape, mass, 
and inertial properties of the human body segments, was also 
considered.  
 
 The mechanism developed by the authors, then, was con-
sidered to have 6 degrees of freedom (DOF). Of course, 
more detailed modeling may be possible by adding the third 
revolute joint on the shoulder or two prismatic joints be-
tween the neck point and shoulder. Even though such com-
plex models are more accurate at describing human behav-
ior, the model introduced here was adequate for defining the 
arm swing motion.  
 
 The construction of an operating procedure for the calcu-
lation of direct kinematics is naturally derived from the typi-
cal open-kinematics chain of the manipulator structure. One 
of the preferable methods comes from the Denavit-
Hartenberg (DH) convention, which is based on the fact that  
each joint connects two consecutive links. This convention  

 
 

 
 
Figure 1. Modeling of segments & joints of the player's arm 

 
considers first the description of kinematics relation between 
consecutive links and secondly the process to obtain the 
overall description of manipulator kinematics in a recursive 
fashion. Position vectors are determined in terms of all joint 
displacements [17], [18], and such a relation between adja-
cent links is expressed effectively from the DH method [19]. 
The DH method is based on the 44 × transformation matrix 
from the link i-1 to the link i, which is defined by 
 
 

 (1) 

 
where qi  is the joint angle between the axes Xi-1 and Xi, di is 
the distance between these axes along the axis Zi , ai is the 
offset distance from the intersection of Zi-1 with the axis Xi , 
and ai is the offset angle between  Zi-1  and Zi along the axis 
Xi. Then, the homogeneous matrix 
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specifies the location of the ith coordinate frame with respect 
to the base coordinate system. Here, the matrix (q)Rn

0  
represents the rotation matrix and x(q)

 

represents the posi-
tion vector. Thus, the position )x(q* of the aimed end effec-
tor can be found by the rule 
 
  

(3) 

 
where 0x  is the starting point of the base coordinate system.  
 
 In order to obtain the DH parameters, Figure 2 illustrates 
the transformed directions of each reference frame and Table 
1 shows the DH table matching with the diagram of frames.  
 

 
 
Figure 2. Segmental diagram of the arm for the DH methods 
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        Table 1. DH parameters for the arm structure 

 qi di αi ai 
0T1 0 0 -90 0 
1T2 q1 0 90 0 
2T3 q2 0 0 l1 
3T4 90 + q3 0 90 0 
4T5 q4 l2 -90 0 
5T6 -90 + q5 0 -90 0 
6T7 q6 0 0 l3 

 
 Based on this information, each position vector of the 
shoulder (considered the starting point) elbow, wrist and the 
center of the racket is given as 
 
 Shoulder position = [0,0,0]T  (4a) 
 Elbow position = [l1s2, - l1c1c2, - l1s1c2]T                (4b) 

                                    l2s2c3 + l2c2s3 + l1s2 
Wrist position =   –c1(l2c2c3 – l2s2s3 + l1c2) 
                             –s1(l2c2c3 – l2s2s3 + l1c2) 
 
 

(4c) 

 Racket center position =    
  –l3c6c4s5s2s6 + ··· + l2c2s3 + l1s2 
l3c6s5c4c1 c2s3 + ··· + l2c1s2s3 – l1c1c2 
l3c6s5c4s1 c2s3 + ··· + l2s1s2s3 – l1s1c2 
 
       

(4d) 

Here, ci and si represent cos(qi) and sin(qi), respectively. 
This analysis applied the used joint variables to the optimi-
zation problems. 
 

Data Correction 
 
 The video used in this study for simulation was captured 
from a shot, while the world’s number one player, Federer, 
hit at Wimbledon. The file was initially slowed down by 
1000 frames per second, in order to calculate the actual 
speed of the swing. Time and speed were measured using 
Windows Movie Maker. The video’s frame rate was 25 
frames per second and lasted 14 seconds. Thus, the actual 
swing time was calculated at x = 0.35 seconds from 
 

 1000 frames/sec       14 seconds 
———————  = —————                        (5) 
  25 frames/sec           x seconds 

 

 Each angle along the swing was broken up into 17 time-
intervals with increments of 0.0206 seconds. The point of 
impact was at roughly 1.5 seconds but was not measured in 
increments of 0.0206 seconds. Figure 3 shows one cut of the 
video file and Table 2 shows the observed joint angles dur-
ing the player’s full motion. 
 

           
Figure 3. Screen capture from the video file 

 
Table 2. Collected angle data from the video file  (Unit: degree) 

  

1q  2q  3q  4q  5q  6q  

0.0000 sec 40 -35 20 -45 -40 -45 
0.0206 sec 42 -30 15 -43 -45 -38 
0.0412 sec 45 -25 10 -38 -55 -35 
0.0618 sec 50 -15 5 -23 -60 -23 
0.0824 sec 60 0 3 -15 -70 -15 
0.1029 sec 50 10 0 -10 -90 -3 
0.1235 sec 42 30 0 -8 -100 0 
0.1441 sec 35 60 0 -3 -120 0 
0.1647 sec 25 70 5 0 -95 10 
0.1853 sec 23 80 15 10 -60 25 
0.2059 sec 22 90 22 20 -10 30 
0.2265 sec 21 105 32 30 0 20 
0.2471 sec 20 120 50 45 0 20 
0.2676 sec 18 145 90 80 0 20 
0.2882 sec 15 160 92 85 0 20 
0.3088 sec 13 165 94 95 5 20 
0.3294 sec 7 180 97 100 10 20 
0.3500 sec 6 180 100 105 15 20 
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  It is important to note that the image from the video 
file was seen from one viewing point. As a result, the exact 
measurement of the joint angles was difficult or almost im-
possible. The actual measurement was achieved by watching 
the target angles from a real person, who was asked to make 
the same posture at each specific time set. This implies that 
small observational errors could be involved due to the role 
play. In addition, since the angles q5 and q6 were measured 
with the terminal side from the wrist to the center of racket, 
it was different from the actual wrist rotation and may over-
pass to the anatomical limitation of the wrist structure. 
 

Conversion of Discrete Data 
 
 It was difficult to simulate the smooth motion with the 
discrete data we obtained. An alternative way to resolve this 
problem is through numerical interpolation theories. These 
numerical methods allow investigators to determine the con-
tinuous swing motion by replacing the discrete data with 
smooth functions. The most simple and popular interpolation 
method is polynomial fitting [21]. This method is beneficial 
in that the function produced is continuously differentiable 
because of the property of polynomials. Each discrete angle 
sequence over the time interval is approximated with a dis-
tinct polynomial of less than 18 degrees.  
 

 
Figure 4. Polynomial interpolation of degree 10 

 
Figure 4 shows how the polynomial fitting to angle q1 works 
with the polynomial of degree 10.  As illustrated in Figure 4, 
the polynomial skips some nodes and does not work satisfac-
torily to cover the entire range of data. These mismatches 
occur even on the polynomials of higher degrees.   
 
 Instead, Figures 5 - 6 show the graphical simulations for 
the cubic spline interpolation for each angle parameter 

1q through 6q in MATLAB. Even though this interpolation 
has only second differentiable properties, it was adequate to 
simulate a smooth motion. 
 

Simulation of the Swing Motion 
 
  Since Federer’s arm size is not well-defined in the litera-
ture, lengths of the upper arm and the lower arm were se-
lected at 28.04 cm and 30.69 cm, respectively, for l1 and l2 in 

equations 4a-d. These values come from the data of 
Reeves’s experimental subjects [22]. Taking normal sizes of 
upper and lower arms is also beneficial for general applica-
tion to the public. The racket used for the simulation is the 
Topspin 660 Powerlite, manufactured since the late 1990s. 
The l3 value in the simulation, that is the length from the 
wrist point to the center of the racket, was 53.20 + 3.00 cm = 
56.20 cm [23]. 
 
 

Figure 5. Cubic spline interpolation of q1 through q3 
 

 
Figure 6. Cubic spline interpolation to q4 through q6 

 
 By observing the pictures of tennis players, the distance 
from the wrist point to the butt of the racket was determined 
to be 3.00 cm. Applying these values to equations 4a-d un-
der the assumption that the player’s shoulder is fixed at a 
height of 170 cm, Figure 7 shows how the player makes the 
full swing motion. Each group of three lines in Figure 7 is 
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marked at 0.0035-second intervals (100 marks/0.35 sec-
onds). In the simulation, the dense plot explains the decre-
ment of motion speed. The figure also shows that the 
player’s swing proceeds along a very smooth trajectory and 
the player tries to make a fast and technically correct swing 
at the moment of impact. 

 
Figure 7. Simulation of the full swing motion over the time in-
terval 0.35 seconds (Unit: cm) 
 

Analysis of the Swing 
 
 A critical aspect of the forehand stroke is how fast the ball 
comes off the racket. The final shot speed is determined by 
the sum of bounce speed and racket speed: 
 

Shot speed = Bounce speed + Swing speed (6) 
 

Bounce speed is mainly concerned with the tennis racket’s 
unique parameters such as the local weight, the center of 
percussion, frame stiffness, and string-bed stiffness [24], 
[25]. Even if the racket’s contribution to the final shot is 
factored out, the swing speed—the speed of the racket just 
prior to impact—is the most significant factor and has a 
huge influence on the ball’s final outgoing speed. In Figure 
8, the dotted curve in the upper graph shows this swing 
speed. From the graph, it can be seen that the ball collision 
occurs between roughly 0.15 and 0.2 seconds. One can also 
see that the player is able to increase ball speed by concen-
trating on the point of impact.  
 
 The other graph in Figure 8 shows the acceleration of each 
joint point. Since the acceleration values are directly propor-
tional to the input/output force combining with the segmen-
tal mass, it works as a significant factor for determining how 
the player controls the force over a full swing. As shown in 
the lower graph in Figure 8, the greatest force is applied at 

the point of impact. After a required sequential motion, the 
player intended to decrease the force from the body at 
around 0.27 seconds.  

  
Figure 8. Speed (above) and acceleration (below) of the elbow 
point, the wrist point and the center of racket over the full 
swing 
 
 Humans act in such a way as to minimize certain types of 
cost functions or human performance measures such as rea-
chability, dexterity, musculoskeletal discomfort, fatigue, 
torque, stress, etc. A number of studies noted a variety of 
methods for finding such optimized paths through the proc-
ess of optimization of base–motion prediction [26]-[30]. 
However, having found motion paths through simulation, 
this study focused on the evaluation of the existing cost 
functions. In particular, the authors considered stress func-
tions and potential-energy functions according to vertical-
directional shifting.  
 
 The stress function concerns discomfort, due to the dis-
placement of joint angles; this was mathematically defined 
as an aggregate weighted function by  
 

                 DOF 
fstress (q) = ∑   ωi │qi – qi

N │                                (7) 
                 i=1 

where qi
N represents the ith joint angle in the neu-

tral/equilibrium position, which may be different from the 
body models [27]-[29]. With the assumption of humans’ 
tendency to gravitate to a comfortable neutral position, it 
was assumed that q1

N=90° and q2
N= q3

N= q4
N= q5

N= q6
N=0. 

The set of weights, ωi, were mostly based on intuition and 
experimentation, assigning relative importance to the seg-
mental components. In this study, the authors tested the three 
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types of weights: 1) segmental mass-based weights; 2) ac-
cumulated mass-based weights; and, 3) segmental length-
based weights. Again considering the segmental masses, 
2.17 kg, 1.27 kg, and 0.48+0.35 kg for the upper arm, lower 
arm, and the hand-to-racket link, respectively [22], [23], the 
segmental mass-based weights were given as the ratio ω1: 
ω2: ω3: ω4: ω5: ω6 = 2.17:2.17:1.27:1.27:0.83:0.83.    
Meanwhile, with the assumption that the upper-arm motion 
is restricted by the mass of both the lower arm and hand, and 
the lower-arm motion is limited by the mass of the hand, the 
accumulated mass-based weights are given as ω1: ω2: ω3: 
ω4: ω5: ω6 = 4.27:4.27:2.10:2.10:0.83:0.83.  
 
    Finally the length-based weights are taken as ω1: ω2: ω3: 
ω4: ω5: ω6 = 28.04:28.04:30.69:30.69:56.02:56.02. Figure 9 
shows the calculation of stress factors due to the joint angles 
q1 through qn (upper graph) and the total stress value accord-
ing to the weighted types (lower graph). As shown in Figure 
9, biomechanical stress continues to increase along the 
swing regardless of weighted types. It was accepted as rea-
sonable that the ending posture of the swing looked very 
uncomfortable when compared to the normal relaxed pos-
ture. 

 
Figure 9. Stress factors according to the joint angles (upper 
graph) and overall stress according to the different sets of 
weight (lower graph) 
 
 The potential energy also works as a critical factor to con-
strain the human movement. It is mainly divided into two 
categories; potential energy stored in the muscles and poten-
tial energy due to gravity. This study focused on the latter, 
which was indirectly based on the vertical directional 
movement of each mass segment. Then, the total potential 
energy was calculated as a weighted sum of segmental po-
tential energy as  

                             
                        DOF      DOF 
fpotential (q) = ∑ Pi = ∑ (– mighi)                           (8) 
                         i=1        i=1 

Here, hi represents the height of each center of segmental 
mass [28]. However, if this potential energy function is used 
directly in order to minimize this factor, there would always 
be a tendency to bend over. Consequently, the change in 
potential energy from one of the initial configurations to one 
of the updated configurations was minimized. Such a poten-
tial energy is defined by   
 

                                DOF      DOF 
fdelta-potential (q) = ∑ Pi = ∑ (– mig)2 (∆hi)2           (9) 
                                 i=1        i=1 

 
[29], [30]. Figure 10 illustrates the total potential energy 
(upper graph) and the change of potential energy (lower 
graph) along the full swing motion. As observed in Figure 
10, the total potential energy was almost re-tracing the graph 
of the z-coordinate of the simulation. Meanwhile, the lower 
graph in the figure reflects the fact that at the impact mo-
ment, a huge amount of energy conversion occurs for power 
hitting. The reason that the energy change stays at the lower 
level after the point of impact is understood because the 
player must correctly control the ball.   

 
Figure 10. Potential energy (upper graph) and the change in the 
potential energy (lower graph) along the full swing motion 
 
 In addition to the constraint factors noted above, one can 
consider other constraint functions, which can be evaluated 
based on this simulation; for example,  

 
                              DOF 
finconsistency (q) = ∑ ωi │ qi (t) │                         (10a) 
                               i=1 
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                                DOF 
fnonsmoothness (q) = ∑ ωi (qi (t))2                          (10b) 
                                 i=1 

 [28], [29]. Although constraint functions were examined 
individually, in order to yield the maximum effect, such per-
formance measures must be used in a combined manner. 
Obviously, a new weight for each function must also be de-
veloped according to the relative effectiveness of the motion 
restriction. 
 

Summary 
 
 Developing a model for the most effective technique was 
more difficult for open-skill sports. That is, the factors af-
fecting the performance of the forehand stroke in tennis are 
numerous. Sometimes one may be confronted with combina-
tions of factors, which the player is able or unable to control.  
These factors include player’s location on the court, oppo-
nent’s location on the court, the incoming direction and ve-
locity of the ball, offensive or defensive situation, material 
status of the court and even weather. Even player’s physical 
status and condition should be considered. Therefore, the 
best way to make the perfect forehand swings depends on 
how much the player practices against a certain situation.  
 
 This study described the overall procedures of how to 
computationally simulate the human movement through a 
tennis player’s forehand swing and how to analyze the simu-
lation biomechanically. Regardless of available equipment 
or lack of informed sources, the procedure of analysis of the 
player’s motion is still valuable from the standpoint of the 
public’s understanding of the subject.  
 
 There are many different issues concerning the human 
motion needing to be analyzed. Subsequent studies should 
include a direct extension of this modeling to more complex 
modeling, and a comparative analysis of these results to the 
optimization-based motion paths, so that a well-defined real-
istic human motion on the given tasks can be found.   
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REAL-TIME SOFT-CORE PROCESSOR 
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Abstract 
 
 The objective of this project was to experience and de-
velop rapid prototypes of a System-on-chip (SoC) by using a 
soft-core processor implementation on a Field Programma-
ble Gate Array (FPGA). The research project described here 
was a partnership program between Altera Corporation and 
CSU, Fresno, to enhance the quality of both undergraduate 
and graduate education in the Electrical and Computer Engi-
neering department. As engineering education is changing in 
response to the major technological changes in Electronics 
Design Automation (EDA) tools, the Altera Corporation 
donated the required EDA tools to build an industry-verified 
Digital Design Environment Laboratory.  
 
 Presented here is the use of these tools for a reconfigur-
able hardware-software co-design implementation of em-
bedded systems on a FPGA using the µClinux Real Time 
Operating System (RTOS). This software-hardware co-
design technique is useful for the design of both soft-core 
and hard-core processors and is ideal for teaching an embed-
ded-system design course. This technique allows students to 
customize the exact set of several Central Processing Unit 
(CPU) peripherals and the interfaces needed for engineering 
design applications.  
 

Introduction 
 

One of the purposes of this research partnership project 
was to enhance and transcend graduate research in the field 
of soft-core processor embedded-system design. Also, to 
apply an industry-verified electronic design automation tool 
set for learning soft-core embedded systems in undergradu-
ate education. Any device that includes a programmable 
computer, but itself is not a general-purpose computer, is 
termed as an embedded system. An embedded system is a 
special-purpose computer, which is designed to perform 
certain dedicated functions. This can be from portable de-
vices such as cell phones and MP3 players, to a large sta-
tionary installation like bank teller machines or systems con-
trolling power plants.  

 
In general, embedded systems are not recognizable as 

regular computers, but instead are recognized as specific 
computers that usually do not interface with the real world 
through familiar personal-computer interface devices such as 
a mouse, keyboard or graphic-user interfaces. Instead, they 

interface with the real world through unusual interfaces such 
as sensors and other communication links. Soft-core embed-
ded systems are preferred for teaching over hardware-
embedded and general computers because of their design 
flexibility and ease of development. Students have the option 
of customizing their own embedded systems with the re-
quired peripheral subsystems. 
 

 Most time-constrained resource allocations and task sche-
duling across a spectrum of subsystems, such as sensor  and 
actuator processing, communications, CPU, memory and 
other peripheral devices, are today required to use RTOS in 
order to meet the system response. FPGA-based RTOS em-
bedded systems using soft-core processors are increasingly 
used in a variety of applications such as aircraft autopilots, 
avionics and navigation systems, anti-lock braking systems, 
and traction control systems. They have been adapted more 
commercially nowadays and are gaining popularity in educa-
tional institutions for teaching embedded-system courses [1]. 
Hence, it is essential to apply this new pedagogy for teach-
ing embedded systems. In this study, the authors integrated a 
small, fast and efficient real-time operating system (OS), 
µClinux, with a soft-core processor and implemented them 
on FPGA platforms. The ultimate goal was to disseminate 
the use of soft-core processor experience for graduate re-
search, classroom/laboratory teaching and learning in under-
graduate education. The plan was to enhance the quality and 
complexity of the laboratory experiments, senior design and 
masters projects.  
 
 The focus of this study was the dissemination of the prac-
tical details of implementing and integrating a RTOS with a 
soft-core processor for interfacing with real-time applica-
tions through different I/O subsystems. Aside from this ex-
perience, another outcome of the project was the develop-
ment of a digital-design environmental laboratory taking 
place to provide students a new perspective on digital design 
using better tools and equipment, than are currently being 
used in industry. The initial lesson learned from this experi-
ence led to the development of a new embedded-system de-
sign course “ECE 178”. This is a senior-level course taken 
by students in the seventh semester of their program, before 
their senior-design project. This course has already gone 
through its approval stages at the University and was pub-
lished in the 2009-2010 University general catalogs. It is 
scheduled to be taught during the spring of 2010, when an 
assessment of the course will be made. 
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Processor Overview 
 
Embedded systems are implemented using the following 

classification of processors: 
 

1. Hard-core processors 

2. Soft-core processors 

The hard-core processor is embedded in the form of sili-
con inside an FPGA, where a soft-core processor will use the 
programmable logical structure of an FPGA to implement 
the processor. They both have the advantage of using the 
FPGA logical elements for configuring and implementing 
peripherals interface to both soft-core and hard-core proces-
sors. Both design approaches are very common among man-
ufacturers, but using the soft-core-processor approach is 
more flexible in academic environments. The soft-core-
design approach allows students to specify the processor 
organization, functionality, and different peripheral connec-
tivity. Therefore, using a FPGA soft-core processor for stu-
dent design projects is more practical and can save both time 
and money as they can use and customize a variety of pe-
ripherals at their disposal. However, the hard-core processor 
tends to be faster because of faster clock rates, consumes 
less power, but they are not reconfigurable and have large 
development costs. Above all, a soft-core processor targeting 
FPGA is flexible because its parameters can be changed at 
any time by reprogramming the device [2]. There are many 
different kinds of soft-core processors available on the mar-
ket including: 

1. ARM 
2. Microblaze 
3. Nios II 

A soft-core processor version of ARM has been imple-
mented in an FPGA called ARM Cortext-M1 by Dominic 
Pajak [2]. The ARM Cortext-M1 processor is a streamlined 
three-stage 32-bit Reduced Instruction Set Computer (RISC) 
processor that includes: configurable instruction and data 
memories, optional OS support and system timer, 1 to 32 
interrupts, fast or small multiplier and removable debug fea-
tures. 
 

The MicroBlaze soft-core processor is included as part of 
Xilinx Embedded Development Kit (EDK). The EDK comes 
with a standard set of peripherals including timers, UARTs, 
interrupt controllers, and external flash and memory control-
lers. There are many OSs to support the Xilinx MicroBlaze 
soft-core processor including µClinux. 

The Nios II embedded processors were introduced in 2001 
into the electronics industry by Altera as the viable commer-
cial processor specially created for embedded-system de-
signs in FPGAs [3]. Since then, it has been used widely in 
the industry and academia. It is a 32-bit soft-core processor, 
which is defined in a hardware descriptive language (HDL). 
It can be implemented in Altera’s FPGA devices (DE-2) by 
using the Quartus II CAD system. The soft-core nature of 
the Nios II processor allows students to specify and generate 
a custom Nios II core, tailored for specific project require-
ments. Nios II is comparable to Xilinx MicroBlaze with 
RISC-type architecture. The Nios II platform was chosen 
because Altera Corporation agreed to be a partner in this 
study and provide the tools needed for the development of 
the embedded-systems project using µClinux RTOS. Some 
features of the Nios II include: access to up to 2GB of exter-
nal address space, optional tightly-coupled memory for in-
structions and data, pipeline architecture, dynamic branch 
prediction, up to 256 custom instructions, and JTAG debug-
module capability. 

Nios II processors also allow for: 

1. Customization of the CPUs, peripherals and the in-
terfaces. 

2. Increased performance by implementing real-time 
embedded-system applications. 

3. Lower laboratory costs by not spending additional 
money on a hardware microcontroller board. 

The Nios II processor can be used with a variety of other 
components to form a complete system. Altera’s DE-2 de-
velopment and educational board contains several compo-
nents that can be integrated into a Nios II system. An exam-
ple of such a system is shown in Figure1. Its arithmetic and 
logic operations are performed on operands in the general-
purpose registers. The data are moved between the memory 
and these registers by means of Load and Store instructions. 
The word length of the Nios II processor is 32 bits. All regis-
ters are 32 bits long. The Nios II architecture uses separate 
instruction and data buses, which is often referred to as the 
Harvard architecture [4]. 

 

Soft-core Processor Real-Time Oper-
ating System (RTOS) Implementation 

 
Real-time and embedded systems operate in constrained 

environments in which computer memory and processing 
power are limited. They often need to provide their services 
within strict time deadlines to their users and to the sur-
rounding world. It is these memory, speed and timing  
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Figure 1. Nios II system implemented on the DE-2 board 

 
constraints that dictate the use of real-time operating systems 
in embedded software. RTOS kernels hide from application 
software in the low-level details of system hardware, while 
at the same time providing several categories of services to 
the application software. These include: task management 
with priority-based preemptive scheduling, reliable inter-
task communication and synchronization, non-fragmenting 
dynamic memory allocation, and basic timer services [5]. 
The µClinux kernel supports multiple soft-core CPU plat-
forms including Altera’s Nios II architecture. The main ad-
vantage of this operating system is that it is an open-source 
project and it is smaller than the regular Linux kernels. Most 
features of Linux kernels are available, like process control, 
file system, networking, and device drivers [6]. 

 
Altera’s DE-2 board block diagram is shown in Figure 2. 

The DE-2 board and Quartus II software are used to imple-
ment the Nios II soft-core processor that supports a flexible 
memory option and I/O device combination. Experiments 
implemented using the NIOS II soft-core processor are real-
time tasks using interrupt programming, and connections 
with I/O devices such as audio, video, USB, network and 
memory expansion. Quartus II is used to configure the avail-
able memory on the DE-2 board for the execution of small 
application programs. However, for larger application pro-
grams, whose size is beyond the capacity of the available on-
chip memory, a Bootloader is placed into the on-board 
memory. The Bootloader will start running on boot-up and 
can receive a larger program binary file—over a serial inter-
face—from external memories such as, SRAM, SDRAM, 
and Flash, for execution on the soft-core processor. 

The Nios II Integrated Development Environment (IDE) is 
the standalone program that helps us to accomplish our task 
of implementing µClinux over the FPGA device. Nios II 
IDE 9.0 is the latest version of the software and can be 
downloaded from the Altera website. The distribution for 
µClinux can be obtained from 
http://Nioswiki.jot.com/WikiHome/. The Nios II community 
develops and releases the latest kernels according to the Al-
tera software release. Because of the licensing issue, the 
authors have built the uClinux kernel in a Linux environ-
ment and then transferred the kernel image into the Win-
dows to complete the project. Running the µClinux on a DE-
2 board requires two steps. First, the FPGA must be conFig-
ured to implement the Nios II processor system [7], and sec-
ond the µClinux kernel image must be downloaded into 
SDRAM on the DE-2 board. Both configuration steps can be 
accomplished via the Nios II 9.0 command shell. Before 
starting the configuration of the DE-2 board, the power cable 
should be connected, the DE-2 board should be turned ON, 
and the USB cable connected between the PC and the USB 
blaster port on the DE-2 board. 

 
Figure 2. Altera DE-2 board block diagram 

 
An existing Nios II project from the demonstrations direc-

tory of the enclosed DE-2 CD-ROM was used. The authors 
chose the DE2_NIOS_HOST_MOUSE_VGA project and 
used the wget command in the Linux terminal to download 
the µClinux distribution. A basic µClinux kernel image was 
built using the make menuconfig command. The completed 
image was located at Nios-linux/uClinux-dist/image/zimage. 
Zimage is a compressed form of a kernel image. The Linux 
kernel takes care of expanding the image at bootup. On Li-
nux systems, vmLinux is a statically-linked executable file 
that contains the Linux kernel in one of the executable file 
formats supported by Linux, including ELF, COFF and 
a.out. To configure the FPGA and download the zImage to 
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the processor, the following command steps were written 
into the Nios II 9.0 command shell [7]. 
Step 1. ConFigure the FPGA: 
Nios2‐conFigure‐sof DE2_NIOS_HOST_MOUSE_VGA.sof 
Step 2. Download and run the kernel image: 
Nios2‐download 
 ‐g zImage_DE2_NIOS_HOST_MOUSE_VGA_v1.6 

 
After the kernel image was downloaded onto the DE-2 
board, µClinux in Nios2-terminal became active and was 
ready, as shown in Figure 3.  
 

 
Figure 3. uClinux Implementation on Nios II 

 

Application of the Soft-Core  
Processor 
 

Once the µClinux is configured, the Nios II system was 
ready for use. The next step was to customize the kernel and 
add a user application. Next, after logging into the Linux 
platform, the make menuconfig operation was performed. 
One of the application experiments was to complete the 
Ethernet interfacing and connecting the board to the outside 
world. This was done by invoking FTP and Telnet. Then, the 
Ethernet network support was activated during the make 
menuconfig command. 

The Ethernet connection was tested using the ifconfig 
command. The ifconfig command allows the operating sys-
tem to set up network interfaces and the user to view infor-
mation about the conFigured network interfaces. A valid IP 
address is displayed after the label inet addr as shown in 

Figure 4, which shows that the DE-2 board was successfully 
communicating on the network. 

 Figure 4. ifconfig result 

Furthermore, the Nios II processor developed was used to 
implement a variety of experiments. Examples are writing a 
device driver for the LCD controller interface and I/O and 
interrupt programming. Figure 5 shows the experience with 
the pulse-width modulation (PWD) of a specific duty-cycle 
to manipulate analog circuitry from a digital domain applica-
tion. 

 
Figure 5. Pulse width modulation using Nios II 
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Conclusion 
 
As a result of this study, a new course, ECE 178 embed-

ded systems, was developed. This course demonstrates how 
soft-core-processor embedded systems can be implemented 
on a real-time operating system on an FPGA. During this 
project, various applications in the Linux kernels were ex-
amined. The Ethernet-connection application and some other 
I/O and interrupt programming was implemented. Also, the 
Altera grant impacted three master-student projects, in-
progress at the time of publication. Now, the platform to 
transcend graduate research and teaching this new approach 
for learning embedded-system concepts for the undergradu-
ate students in the ECE 178 embedded-systems course is set. 
Overall, FPGA soft-core processors for learning and teach-
ing will enable us to define a variety of laboratory experi-
ments with different complexity in each design. Also, it pro-
vides students with a better learning experience by having 
their design components at-hand and be more economical by 
reusing the components for different design projects. 
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Abstract  
 

This was a case study involving the application of Quality 
Function Deployment (QFD) into the design process at Rey-
nolds & Co., a small job shop in Terre Haute, IN, USA. The 
company’s work is customer-oriented. The objectives of the 
research were to find the applicable QFD concepts and to 
reduce the average design time or number of design changes 
in the design process. The House of Quality (HoQ) was 
modified for organizational use in order to identify goals and 
priorities of the company. The case study was successful in 
providing research into the implementation of QFD concepts 
to improve the design process of a small job shop. However, 
the design time and the design changes were not decreased 
significantly. It was important to discover that job shops 
better understand their customers through direct interaction 
than do large consumer-based companies. 
 

Introduction 
 

Quality Function Deployment (QFD) is a compilation of 
the product design and its manufacture, which includes the 
customer requirements as well as the design/engineering 
requirements. QFD is “a tool for collecting and organizing 
the required information needed to complete the operational 
quality planning process” [1]. Ternimko [2] stated that QFD 
is not a replacement for an existing design process. Instead, 
it would work with the design process in place and provide a 
more efficient system through the improvement of customer 
perceived quality. QFD was first developed in Japan [3]. 
QFD implementation generally results in significant im-
provements in both product design and the development 
process [4]. A variety of approaches to QFD have been im-
plemented in the US with varying degrees of success [5].  

 
The present work is a case study of implementing the nec-

essary QFD concepts into the design process at Reynolds & 
Co., located in Terre Haute, IN, USA. A portion of this work 
was included in Thomson et al. [6]. Reynolds employs ap-
proximately 25 people, most of whom are machinists and 
fabricators by trade. This is a custom manufacturer of com-
ponents and special machinery for the plastics industry as 
well as other types of industry around Indiana and the Unit-
ed States (business to business). Thus, this is a small “make-
to-order” company, which is different from a typical high-
volume ”build-to-stock” or consumer-based company [7].  

For purposes of this study, the phrase “design process” 
was used to describe the method of converting the customer 
requests into manufacturable products. The customer re-
quests of the design process at Reynolds may include any of 
the following types. The first type of customer request is an 
outside customer order, where the customer provides the 
specifications, or prints, and details for the prod-
uct/component. The second type of customer request is an 
outside customer order for a product/component, where 
Reynolds & Co. provides the specifications for the drawing 
design and the customer provides the requirements. The 
third type of customer request is where an outside customer 
provides a part or component to be reverse-
engineered/designed. The fourth type of customer request is 
the internal-customer type, where the products are manufac-
tured after the design process is complete. These are all cus-
tomers of the design process.  

 
There exists an extensive amount of literature on QFD 

implementation in a high-volume or consumer-based manu-
facturing environment, but very little on job shops. This was 
the motivation behind this study. Specific objectives of the 
research were to 1) find the QFD concepts that apply to the 
improvement of this specific job-shop design process, 2) 
reduce the average design time, and 3) decrease the number 
of design changes. The design process was analyzed by av-
eraging the design time and the number of design changes 
before and after the implementation of QFD strate-
gies/concepts.  
 

Review of Related Literature 
 

In this section, a review of related literature on Quality 
Function Deployment and job shops is presented. 
 

In the late 1960’s in Japan, Professors Mizuno and Akao 
[8] developed a quality-assurance concept of designing cus-
tomer satisfaction into a product and called this Quality 
Function Deployment (QFD). QFD helps companies identify 
real customer requirements and translates these requirements 
into product features, engineering specifications, and manu-
facturing details. The product can then be produced to sat-
isfy the customer. This means that the customer-perceived 
quality is present before the manufacturing even gets started. 
QFD is proactive since the vast majority of the design and 
marketing problems are handled before manufacturing be-
gins; traditional quality control is reactive as it focuses on 
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fixing problems once production has begun. QFD was ap-
plied on its first large-scale application in 1966 at Bridge-
stone Tire in Japan by Oshiumi using fishbone diagrams to 
better accommodate customer needs into Bridgestone tires 
[8]. Mitsubishi Heavy Industry used QFD concepts to aid in 
the design of an oil tanker in 1972. In the following years, 
Toyota Motors used it to revolutionize the design process of 
new automotive vehicles [9]. Fishbone diagrams that were 
initially used were updated and transformed into a spread-
sheet/matrix format to aid in the complexity of the Mitsubi-
shi oil tanker design [8]. During the same period, Ishihara 
[8] introduced Value Engineering concepts to explain busi-
ness functions necessary to ensure quality of the design 
process. As a result of the combination of these emerging 
concepts, QFD became the comprehensive quality-design 
system for both product and business process [8]. Jiang et al. 
[10] and Shiu et al. [11] modified QFD structure so that it 
can effectively be used in contract manufacturing and new-
product development cycle, respectively. 
 

QFD consists of two components: quality and function 
that are deployed into the design process [12]. Quality de-
ployment brings the customer’s voice into the design proc-
ess, whereas function deployment brings functional special-
ists from different organizational functions and units into the 
design-to-manufacturing process. QFD process involves 
product planning, product design, process planning, and 
process control [13]. Akao [14] defines quality function de-
ployment as converting the consumers’ demands into ‘qual-
ity characteristics’ and developing a design quality for the 
finished product by systematically deploying the relation-
ships between demands and characteristics, starting with the 
quality of each functional component and extending the de-
ployment to the quality of each process. The overall quality 
of the product will be formed through this network of rela-
tionships. QFD is a compilation of planning and analyzing 
tools. Some of these tools are charts and graphs but the best 
known is the house of quality (HoQ). The HoQ chart [5], 
[15], [16] is used to analyze customer requirements and the 
engineering/design requirements and the relationships that 
exist between them. Akao and Oshiumi introduced the HoQ 
in the 1966 Bridgestone Tire project [8]. However, the HoQ 
is not a necessity for the implementation of QFD, particu-
larly in technology-driven QFDs and cost-reduction-driven 
QFDs [2], [8], [16]. 
 

Another QFD documentation requirement deals with the 
organization and company goals. These can be broken into 
business or organizational goals, product goals, and project 
goals [17]. Goals are organized on a radar chart [1], [2]. The 
purpose of a radar chart is to list the company goals around 
the perimeter of the circle and compare the findings from 
before and after a change. The radar chart data is gathered 
by interviews with the organizational leaders or by customer 

inputs. The metrics of the radar chart are that the closer the 
objective is to the outside of the chart the better the company 
is in this aspect [2]. The goal of the radar chart was to even 
out the goals with respect to one another. The radar chart 
should be round if the company’s goals were met congru-
ently [18]. The next form of documentation is in the form of 
questions that are geared to stimulate the customer’s re-
quirements during the review of the customer’s requests, 
which may take place in the customer’s plant [17].  
 

The term “job shop” is used to refer to all types of custom 
manufacturing, make-to-order businesses—including ma-
chine shops—that meet the following criteria [7]: 1) Produce 
on an order-by-order basis to meet customers’ specifica-
tions—order driven; 2) Secure work through a bidding proc-
ess; 3) Serve other companies and/or distributors as opposed 
to customers or end-users; and 4) Serve as service compa-
nies. Job shops do not function like a typical high-volume 
build-to-stock company [7]. The job shop can be very di-
verse and can rapidly adapt to changes in production. A 
change can be made to a customer’s order in a matter of 
minutes, typically, where a high-volume build-to-stock 
company thrives on stability. And should a change occur in a 
customer’s order, the change may take days to weeks to be 
made. The job-shop process of design is focused on the fol-
lowing objectives: function, durability, appearance, and cost 
[19]. These design objectives are customer-driven. This 
means that the customer must approve, otherwise the design 
is not effective. Engineering objectives are requirements 
such as material strength, reliability, and design parameters. 
In addition, the designer has the job of designing with manu-
facturing in mind. This is achieved through simplicity of 
design, standard materials, and liberal tolerances [19]. Com-
petition is similar between the consumer-based production 
manufacturer and the small job shop. The presentation of 
customer-perceived quality and the price of the product is 
subject to review by the customer. This review will influ-
ence the buying patterns of the customer.  

 
Reinforcement for the rationale of this study includes the 

fact that United States companies are facing tough competi-
tion from overseas competitors [19]. Ternimko [2] states that 
QFD strategies aim at reducing cost by understanding the 
customer requirements better and therefore providing im-
proved value to the customer. Improved value for the cus-
tomer is a factor of achieving customer requirements such as 
cost, function and aesthetics. 
 

QFD Implementation at Reynolds 
 

This case study was conducted from December 2004 
through April 2005. An analysis of the Reynolds’ design 
process was conducted in December 2004. There were four 
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types of customer requests for the design process at Rey-
nolds as outlined in the introduction section. The average 
design time and the number of design changes for October 
and November of 2004 were measured. 

 
Next was the QFD implementation phase, which was con-

ducted during December 2004 and January 2005. Reynolds’ 
goals were determined by interviews with the management 
and by research into the driving factors of the job-shop envi-
ronment. Initial measurements of how the company was 
meeting its goals were obtained from interviews with the 
management. These measurements were compared with the 
measurements obtained from the customer surveys. The sur-
vey questions were prepared to capture customer perceptions 
of the Reynolds’ goals and design process. 
 
Customer Description Relationship Goals / 

Potential 
Company 1 
 

Blown film, 
printing, convert-
ing 

1. Increase sales and de-
sign potential 
2. Building improvement 

Company 2 
 

Blown film, cast 
film, printing, 
converting 

1. Increase communica-
tion / design 

Company 3 
 

Closure Systems 1. Increase communica-
tion 
2. Provide better service 

Company 4 Cast Film 1. Design and build sheet 
dies 

Company 5 
 

Recycling plas-
tics 

1. Design and build 
blades 
2. Design and build other 
auxiliary equipment 

Company 6 Blown Film 1. Sales potential 
Company 7 Aluminum 

Sheeting 
1. Increase communica-
tion 
2. Increase sales 

Company 8 
 

Steel Sheeting 1. Provide better service 
2. Improve communica-
tion 

Figure 1. Customer prioritization chart 
 

QFD then required Reynolds to prioritize their customer 
list according to the value of the customer related to the 
company’s goals. The customer-prioritization chart is shown 
in Figure 1. This prioritization was assembled through inter-
views with the management. The next form of documenta-
tion created was a list of questions that were designed to 
stimulate the customer’s requirements during the review of 
the customer’s requests, which could take place over the 
phone or face-to-face. The chart of customer requirements 
stimulating questions is shown in Figure 2. Understanding 
the customer requirements and stimulating these require-

ments may be a problem associated with the high-production 
consumer-based company. Small job shops, on the other 
hand, know exactly who their customers are because they 
are make-to-order companies.  
 
Questions to Stimulate Customer Requirements: 
JOB NUMBER: _______-______ DATE: _____________ 
Question: Answer: 
1. Part / Mechanism description 
(part number, drawing number, physical size) 

 

2. Function (type of motion, how it works)  
3. Critical tolerances / fits  
4. Materials (Type & Hardness)  
5. Physical Size & Weight  
  (Can we haul it & Machine it) 

 

6. Delivery (OT or Regular)  
7.  Machining requirements 
     (Type of machining) 

 

8. Contact name, phone, company  
9. Location of pickup / delivery  
10. Cost / pricing (P.O. Number)  

Figure 2. Chart to stimulate customer requirements 
 
The next form of design-process documentation was to 

create a sheet or drawing to list the customer requirements as 
shown in Figure 3. This form of documentation was substan-
tial in the form of time-savings during manufacturing and 
improved communication between the design department 
and the manufacturing department. This improved commu-
nication eliminated some rework time and additional design 
time that were not necessary to complete the job. An exam-
ple of a communication error that occurred frequently be-
cause of lack of proper design documentation was when a 
part that was acceptable with saw-cut ends and a tolerance of 
plus or minus 1/32” was frequently machined to a tolerance 
of plus or minus five thousandths. The customer was not 
willing to pay extra for the time required to machine the part 
to this tighter tolerance; therefore, the profit margin was 
eroded. 
 
Drawing / Manufacturing Information 
Gibbs Cam (Name & Location)  
Employee Number  
Machine Number  
Saw Cut Length Information  
Machining Notes  
Fixture Information  

Figure 3. Drawing / manufacturing documentation 
 

QFD breaks down customer requirements into different 
categories, each having a different expectation and satisfac-
tion type. These requirements can be classified as the ex-
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pected, normal, and exciting requirements [17], [20]. The 
customer requirements were brought to the manufacturing 
process by including them on the drawings/prints, according 
to the chart in Figure 3. The process of following customer 
requirements helped Reynolds to focus on customer-
perceived quality and, therefore, provide better value to the 
customer. 

According to QFD concepts, the customer requirements 
need to be evaluated in order to transform them into the de-
sign requirements and rank their importance. QFD recom-
mends using the house of quality (HoQ) chart for product 
design. The HoQ was simplified for job-shop usage [20]. 
But, the HoQ was not helpful on the Reynolds’ job because 
the amount of time required to construct a HoQ was substan-
tially more than the entire job had initially required. There-
fore, the HoQ was revised to make it an organizational im-
provement chart. The surveys were used to accomplish this 
objective. The revised HoQ chart is shown in Figure 4. The 
objective of using the HoQ for the organization was effec-
tive in understanding the customer requirements associated 
with the organizational standing of the job-shop environ-
ment. The design goals determined through interviews with 
the management of Reynolds were service, delivery, price, 
dimensional accuracy, and overall quality. 
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3 = NEUTRAL
4 = UNSATISFACTORY
5 = POOR

Figure 4. Organizational House of Quality chart 
 
The progression of the implementation meant new ways 

of keeping track and documenting processes in order to save 
time and relieve confusion. In this regard, a document was 
created to list the common items ordered from certain ven-
dors. The timeline for implementation of the QFD concepts 
(December 2004 through January 2005) was considered ex-
empt from the before-and-after comparisons. The period 
before the QFD implementation was October and November 

2004. The period of February and March 2005 was after the 
implementation. The data collection was focused on measur-
ing the average design time and the number of design 
changes. Data was collected by searching Reynolds’ job 
listings and collecting the design time out of the total time 
incurred by each job that started before or after this time 
period.  
 

Results 
 
 In this section, results of the QFD implementation are 
summarized. 
 

Data for the time taken and the number of design changes 
for the design jobs that occurred during October through 
November 2004 were collected. Descriptive statistics for the 
design time and number of design changes are presented in 
Table 1 and Table 2, respectively. Raw data and other details 
are given by Thomson [20]. The total number of jobs with 
complete information was 337. The mean design time was 
0.9325 hours with a median of 0.25 hours, and a standard 
deviation of 1.98 hours. The mean number of design changes 
that occurred was 0.1098, with a median of 0.0 (no design 
change required after the design), and a standard deviation 
of 0.683. The design-time and design-change data for the 
period February through March, 2005, as the post implemen-
tation stage of the study are given by Thomson [20]. There 
were 344 jobs in total. The mean design time was 0.843 
hours, with a median of 0.25 hours, and a standard deviation 
of 1.91 hours. The mean number of design changes was 
0.0727, with a median of 0.0, and a standard deviation of 
0.4983. The data for design-time and design-change were 
found to be independent and random [20].  

 
Table 1. Descriptive statistics for design time in hours 
from October through November, 2004 

Statistics

Design Time (October-November 2004)
337

7
.9325
.2500

.25
1.98105
3.92456

5.689
.133

45.343
.265

.00
22.00

Valid
Missing

N

Mean
Median
Mode
Std. Deviation
Variance
Skewness
Std. Error of Skewness
Kurtosis
Std. Error of Kurtosis
Minimum
Maximum
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Dependant-sample T-Tests [21] were used to compare 
both the design-time and design-change data before and after 
the QFD implementation. The critical T value for a two-
tailed test at a 95% confidence level and 336 degrees of 
freedom was 1.96 [21]. The T-Tests provided T values of 
0.527 and 0.762 for the design time and design changes, 
respectively. Both were lower than 1.96. Therefore, the de-
sign time and number of design changes before and after the 
implementation were not statistically different.  

 
Table 2. Descriptive statistics for design changes from October 
through November, 2004 

Statistics

Design Changes (October-November 2004)
337

7
.1098
.0000

.00
.68343
.46708

7.793
.133

69.812
.265

.00
8.00

Valid
Missing

N

Mean
Median
Mode
Std. Deviation
Variance
Skewness
Std. Error of Skewness
Kurtosis
Std. Error of Kurtosis
Minimum
Maximum

 
  
 The next part of the study was to analyze the surveys sent 
to the customers to see how the customers viewed Reynolds 
in terms of service, delivery, price, dimensional accuracy, 
overall quality, and how well the company satisfied their 
goals and requirements. In order to satisfy the policies re-
lated to Research Involving Human Subjects, an exemption 
from the Institutional Review Board (IRB) was obtained. 
The IRB stated that in order to keep the survey anonymous, 
they must stay local so that the Post Office stamps on the 
return envelopes would not give away the location of the 
survey respondent. Therefore, only local companies were 
selected to represent Reynolds’ customer base. Seventeen 
survey-responses were received. The mean values for all 
customer requirements were found to be between 4.65 and 
4.82 on a scale of 5; the only exception was for price (3.94), 
which was considerably lower and had a higher standard 
deviation than the other customer requirements. However, 
this may be influenced by a bias in the respondents.  
 
 The management at Reynolds thought that they were satis-
factory on price, service, delivery, and dimensional accu-
racy; and neutral on overall quality, as displayed in the radar 
chart of Figure 5. The customers, however, rated all factors 
as excellent and price as satisfactory, as depicted in the radar 

chart of Figure 6. This, again, emphasizes the importance of 
the drawing or some kind of documentation, as shown in 
Figure 3, for manufacturing to avoid making a product more 
precise and, in turn, more expensive than what the customer 
wants. The findings from the survey were then analyzed in 
the form of the House of Quality, as shown in Figure 7. The 
HoQ was a means of discovering a relationship between the 
organizational goals and common customer requirements.  
 

QUALITY FUNCTION DEPLOYMENT 
                  RADAR CHART

SERVICE

DELIVERY

OVERALL QUALITY

DIMENSIONAL 
ACCURACY

PRICE

 
Figure 5. Radar chart displaying the organizational goals based 
on the management interviews 
 

QUALITY FUNCTION DEPLOYMENT 
                  RADAR CHART

SERVICE

DELIVERY

OVERALL QUALITY

DIMENSIONAL 
ACCURACY

PRICE

 
Figure 6. Radar chart displaying the results of the survey 

 
 The correlations section was deemed critical because this 
describes important areas that need attention when analyzing 
the customer requirements for individual jobs. The correla-
tions that were important had to have a correlation of two or 
negative two. The rationale behind this decision—to focus 
on major issues and strong correlations—was that the job-
shop environment is fast-paced and this study is short-term 
in nature. The first strong correlation was the delivery and 
delivery-time section. There was a strong positive correla-
tion of two, and the design target was two; therefore, the 
total correlation was the correlation multiplied by the design 
target, which equaled four. Delivery is one aspect of a job 
shop that is extremely important; customers are demanding 
and may choose a competitor’s quote over Reynolds’ quote 
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based on the delivery time and not the price. The next strong 
correlation existed between delivery time and service. This 
was a strong negative correlation of negative two. As deliv-
ery time increases the customer perception of service de-
creases. The correlation between cost and price was two but 
the design target was zero, which produced an answer of 
zero. This correlation was not a priority, according to the 
management at Reynolds. The same relationship existed 
between delivery time and price. All of the other relation-
ships were seen by the management to be secondary factors, 
equally important but not as important as delivery and ser-
vice.  
  

CORRELATION SCALE
-2 = STRONG NEGATIVE

-1 =  NEGATIVE
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Figure 7. The House of Quality chart for organizational goals 
and customer requirements (this was driven by the chart to 
stimulate customer requirements, shown in Figure 2) 
 

Conclusions 
 
 This research could be generalized to other similar situa-
tions but is unique to the specific company where it was 
performed. The methodology used for the application of 
QFD into the design process at Reynolds was unique in that 
the majority of research involving QFD was focused on 
large consumer-based companies and not small job-shop 
business-to-business companies.  
 
 The progression of the implementation of QFD at Rey-
nolds brought up other areas that were problems, such as 
communication and ordering. The communication gap was 
reduced by the drawing documentation that conveyed impor-

tant information to the manufacturing department after the 
design department had finished their part. The management 
at Reynolds saw processes that needed improvement that 
may not directly be influenced by QFD, but they were im-
provements that were needed in order to make the design 
department work more efficiently. One such example was 
the order list that was made to display commonly-ordered 
items with quantities to order and prices along with the sup-
plier and contact name. This made it easier for whoever was 
ordering at that time to find the correct part numbers and 
quantities without wasting time. The quoting process was 
somewhat detailed, but as far as knowing the correct rates to 
charge—according to the type of work—was somewhat am-
biguous. Thus, a quoting procedure was documented along 
with the best suppliers of materials for quoting purposes. 
This aided in finding the best sources as well as having a 
standardized method to follow while quoting. The purpose 
of this in terms of QFD was that this was a way to increase 
efficiency and to provide the best prices possible since, ac-
cording to the survey, price was a controversial topic. The 
surveys aided Reynolds in discovering, on an organizational 
basis, where they stand with their customers.  
 
 The improvement at Reynolds came from closing the gaps 
in communication and understanding the customer better by 
knowing what is most important to them. One requirement 
that developed during the study was that the customers sug-
gested that Reynolds’ employees work Saturdays, because 
most of them are operating 24 hours per day seven days a 
week.  The case study was successful in providing research 
into the implementation of QFD concepts to improve the 
design process, although the design time and the number of 
design changes were not significantly decreased. The dis-
covery that job shops better understand their customers 
through direct interaction than do large consumer-based 
companies is a very important aspect of this case study.  
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USAGE OF AXIOMATIC DESIGN METHODOLOGY IN THE 
U.S. INDUSTRIES 

 
Ali Alavizadeh, George Washington University; Sudershan Jetley, Bowling Green State University 

 

Abstract  
 
 Axiomatic Design, originally developed by Nam Suh [1], 
is a design methodology that attempts to systematize the 
design practices and to provide a basis on which design can 
be carried out and optimized. This case-study analysis was 
conducted to identify the extent to which Axiomatic Design 
is known to U.S. industries and to identify the factors influ-
encing the use of the methodology. The results indicated that 
the methodology is not well known in the U.S., in particular 
in the automotive industries. Also, the methodology should 
first be applied to relatively small projects in order to realize 
its strengths and weaknesses. Plus, Axiomatic Design is not, 
and should not be regarded as, the only design methodology. 
It provides a framework within which one can use its axi-
oms, as well as other various design methodologies. 
 
Keywords: Axiomatic Design, Design, Design Method-
ologies 
 

Introduction 
 
 Design is one of the fundamental steps in product devel-
opment. In this process, the designer defines and conceptual-
izes the purpose of the product, whether it is a component, 
software, product, or system. History evidences numerous 
scientific and technological advancements and innovations, 
yet failures often arise partially due to poor design. Poorly 
designed products are more difficult to manufacture and 
maintain [1].  
 
 Singh [2] states that several studies have suggested that 
most of a product’s cost becomes fixed in its early life-cycle 
stage before the original design cycle is completed. A typical 
characteristic curve that indicates the cost incurred and 
committed during the product life cycle is shown in Figure 
1. As seen in this figure, the majority of the product devel-
opment cost occurs in the conceptual and detailed design 
phase. Also, the overall design change is easier in the earlier 
phases. 
 
 The design process can use different methodologies for 
product development and there are many such methodolo-
gies available in the market. One of these is the Axiomatic 
Design originally developed by Nam Suh [1].   

 
 
Figure 1. The cost incurred and committed characteristics 
within the life cycle of a product [2] 
 
This study was conducted to identify the extent to which 
Axiomatic Design is known to U.S. industries and to identify 
the factors influencing the use of the methodology. The re-
sults indicated that the methodology is not well known in the 
U.S., in particular in the automotive industries. Also, the 
methodology should first be applied to relatively small pro-
jects to realize its strengths and weaknesses. Plus, Axiomatic 
Design is not, and should not be regarded as, the only design 
methodology. It provides a framework within which one can 
use its axioms, as well as other various design methodolo-
gies.  
 

Axiomatic Design 
 
 Professor Nam P. Suh at the Department of Mechanical 
Engineering at Massachusetts Institute of Technology 
(M.I.T.) developed Axiomatic Design (AD) as a design 
methodology to systematize the design process and to ad-
dress the aforementioned weaknesses of traditional design 
practices. He defines design as an activity that involves the 
interplay between what the designer would like to achieve 
and how he/she satisfies this need.  
 
    In the Axiomatic Design methodology, there are four do-
mains that drive the process including Customer domain, 
Functional domain, Physical domain, and Process domain, 
as shown in Figure 2 [1]. 
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Figure 2. The four domains in AD 
 
Customer’s needs, called Customer Attributes (CA), are 
determined in the customer domain and then in the func-
tional domain; these needs are specified as Functional Re-
quirements (FRs) and Constraints (Cs). To satisfy the FRs, 
one needs to conceive Design Parameters (DPs) in the 
physical domain. Finally, Process Variables (PVs), describ-
ing the processes needed to fulfill the FRs, are developed in 
the process domain. Decisions regarding the appropriate 
design solution are made through a mapping process. These 
decisions are made on the premise that it should not violate 
the two fundamental axioms of AD, which are: 
 

• The Independence Axiom: The independence 
of FRs must be maintained. 

• The Information Axiom: The information con-
tent of the design must be minimized [1]. 

 
The first axiom maintains that the FRs must be set in such a 
way that each FR can be satisfied without affecting other 
FRs.  The independence of FRs, however, does not necessar-
ily mean physical independence.   
 
    The mapping process between the domains can be de-
scribed mathematically.  The functional requirements are 
considered as components of a vector that define the design 
goals, hence called a FR vector; similarly, DPs constitute the 
DP vector.  The relationship between FR and DP vectors is 
shown in Equation 1: 
 

{ } [ ]{ }DPAFR =   (1) 
 
where, Matrix A is called the Design Matrix, whose ele-
ments are: 
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Therefore, each FR is described in terms of the DPs as: 
 

3132121111 DPADPADPAFR ++=     

3232221212 DPADPADPAFR ++=   (3)
  

3332321313 DPADPADPAFR ++=   
  
The first axiom requires independence of the FRs. In order 
to satisfy this axiom, one should either have a diagonal or 
triangular design matrix as shown in Equations 4 and 5, re-
spectively. 
 
Diagonal matrix: 
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Triangular Matrices:  
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If the design matrix is diagonal, the design is called uncou-
pled; if the design matrix is triangular, it is called decoupled. 
If the design matrix is none of these types, then the design is 
said to be coupled.  In an ideal design, Suh [1] stated that, 
the design matrix is uncoupled, which means that each FR is 
satisfied independently from other FRs.   
 
The information content is defined as the probability of sat-
isfying a given FR; that is, the probability of satisfying FRi 
is Pi [1]. Mathematically, this is defined by equations 6 and 
7. 

i
i

i P
P

I 22 log1log −==     (6) 

The unit of the information content is a bit.  If there are mul-
tiple FRs, then the total information content of the system, 
Isys , is: 
 

  msys PI 2log−=   (m = the number of FRs)  (7) 
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where Pm indicates the joint probability that all FRs are satis-
fied when all of them are statistically independent: 
 

i

m

i
m PP Π

=

=
1

   (8) 

 
The second axiom implies that the design with the smallest 
information content is the best design because it requires the 
least amount of information to achieve the design goals.   
 
 Some scholars within academia have examined the appli-
cation of AD and have reported its usefulness and impact on 
the understudied systems and designs in terms of cost and 
waste reduction [3]-[5]. However, there is a lack of formal 
study indicating the extent to which this methodology is 
used and practiced in industry. In addition, the literature 
review does not indicate existence of any study on what the 
AD users within the U.S. industry feel about this methodol-
ogy.  
 

Literature Review 
  
 Axiomatic Design (AD) could be an appropriate tool to 
address the fast-changing nature of lean manufacturing sys-
tems [4]. According to Houshmand and Jamshidnezhad [4], 
identifying the factor(s) influencing implementing decisions 
of AD in industries would shed more light on the applicabil-
ity of AD and/or identify technical problems and obstacles to 
implementing it in a particular industry. 
 
 AD has also been applied in the design of manufacturing 
systems [1], [4], integration of design-method software in 
Concurrent Engineering [6], developing e-commerce strate-
gies [7], and machine control systems [8]. Moreover, AD 
has been implemented to provide a design method for lean 
production [5]. Nordlund, Tate, and Suh [3] stated that com-
panies in Asia, Europe, and the U.S. have successfully 
trained their engineers in AD and started integrating AD into 
their product-development efforts.  In their studies, they pre-
sented several case studies of applying AD in such areas as 
design process, business plan development, and analysis of 
reliability in wafer-processing equipment.  
 
 In the study conducted by Houshmand and Jamshidnezhad 
[4], an automotive body assembly was redesigned using AD 
methodology. Some of the improvements in the redesigned 
system reported were a 50% reduction in work-in-progress, 
decreased cycle time of the cell up to 20%, and increased 
flexibility.  
 
 Reynal and Cochran [5] studied assembly lines and ma-
chining of two manufacturing companies in order to imple-
ment the lean-manufacturing concept through the application 

of AD. The first company, which was an assembly plant, 
was completely redesigned; of the results reported, there was 
more than a 50% reduction in cycle time of parts in the as-
sembly process and space reduction of more than 40%. In 
the second company, the application of AD resulted in the 
reduction of the cycle time as well as cost-effective im-
provement. 
 
 Liu and Soderborg [9] presented the application of AD to 
a Noise, Vibration, and Harshness (NVH) problem in the 
automotive industry; a major attribute observed in a vehi-
cle’s design and analysis involved such quantities as sound 
pressure (noise), steering wheel vibration (vibration), and 
discomfort due to rough road conditions (harshness). They 
developed a design matrix to identify the relationship be-
tween FRs and DPs to rearrange the matrix with the aim of 
decoupling the matrix as much as possible. They concluded 
that the resulting matrix could provide a clear strategy for 
tuning the design to meet the intended FRs.  
 

The Study 
 
 Although the literature provided individual studies carried 
out using AD, the extent to which AD is used in industry 
was not fully evident. Neither was it clear which factors af-
fect its implementation. Hence, the current case study was 
conducted with the intent of addressing the following ques-
tions:  
 
1. To what extent is Axiomatic Design (AD) practiced in 

U.S. companies involved with engineering design prac-
tices? 

2. What advantages/disadvantages have been realized 
through the use of AD? 

3. What factors influenced the implementation/non-
implementation of AD in these companies? 

4. What inferences and recommendations can be identified 
for the implementation of AD? 

 
This was accomplished by identifying and interviewing ap-
propriate professionals in industry. 
 

Methodology 
 
 Initially, the U.S. automotive companies from which the 
sample would be drawn were chosen as the population, i.e., 
automotive companies involved with engineering design 
practices. This list of companies was obtained from the 
Automotive Engineering International's Worldwide Automo-
tive Supplier Directory available to the members of the So-
ciety of Automotive Engineers (SAE) [10].  
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    One of the categories in the directory is engineering de-
sign, which has two sub-categories including engineering 
design and engineering design services. A search in this cat-
egory revealed a total of 93 companies in the U.S.   
 
    All of these companies were contacted to see whether they 
were familiar with AD. The result indicated that the majority 
were unaware of AD. Therefore, it was decided to broaden 
the scope of the study to include non-automotive, yet trans-
portation-related companies, and to conduct the study in 
those companies that utilized AD in their practices. The me-
thod used to identify companies that possibly used AD was 
to look at the clients of the AD software provider, Axiomatic 
Design, Inc. This resulted in identifying five companies of 
which four were willing to participate in the study. Three of 
these companies were large corporations and one company 
provided consulting in engineering designs to large compa-
nies.  
 
    Per contact with these companies, hereafter referred to as 
companies A, B, C, and D, five individuals, who held either 
managerial or design supervisory positions in these compa-
nies, were identified. The initial contacts with each of the 
interviewees indicated that they were aware of the current 
design practices and methodologies performed and used by 
their engineers in their departments. These individuals are 
hereafter referred to as P1, P2, P3, P4, and P5. A question-
naire, shown in Appendix A, was then designed to elicit the 
desired information. Using this questionnaire, these indi-
viduals were interviewed by telephone, the duration of 
which ranged from 45 minutes to 2 hours. Although the 
questions on the questionnaire were asked, the interview was 
conducted in a conversational mode so that additional ques-
tions could be asked depending upon the answers given. 
This was done to gain a deeper understanding of the situa-
tion in that company. All conversations were recorded. 
 
    Participants P2 and P3 both belonged to Company B. Fig-
ure 3 includes the types of the selected companies and the 
interviewees’ job titles. 
 

Results and discussion 
 
    An example of the responses to the survey questions is 
shown, in summary form, in Appendix B. The analysis of 
the conversations indicated that AD had been introduced and 
used only partially in the companies under study. It had not 
been fully used in any of the companies. In most cases, AD 
had been used just as a tool that was suggested to the de-
signers along with other methodologies. 
 
 
 

Company Interviewee 

Label Types of Busi-
ness Label  Position 

A Aerospace P1 Program 
Director 

P2 Reliability 
Engineer B Automotive 

P3 Researcher 

C 
Electronics, 

Transportation 
components 

P4 Manager 

D Supplier training P5 Consultant 

 
Figure 3. The backgrounds of the companies and the interview-
ees 
 
    Hence, the designers were free to use any methodology 
they deemed appropriate. All five participants mentioned 
that the application of AD had been case-based. They started 
implementing AD, in the words of one of the respondents, in 
some ‘toy’ projects for initial learning and later on, in a few 
cases, they began using the methodology. Nonetheless, the 
results show that overall AD is not fully implemented in any 
of these companies. 
 
    The results also show that one of the major advantages of 
AD is that it provides a theoretical base for design. There-
fore, it helps to have the designers think objectively about 
their designs. Even when not used fully, evidence suggests 
that AD was recognized as a powerful evaluation tool for 
existing designs. Designers can diagnose the coupled de-
signs and decouple them. The design-matrix notion was 
found to be a useful tool in this regard. 
 
    It seems that AD is more useful to a company that designs 
components than to a company that designs systems due to 
the inherent project complexity. Moreover, if there are prod-
ucts being developed from scratch, their use would be bene-
ficial. Evidence suggests that the major disadvantages of AD 
are difficulties in its usage, especially for complex systems 
and its inability to provide examples of solutions, as men-
tioned by P5 at Company D. 
 
    Almost all of the participants agreed that AD is a useful 
methodology to be used by the designers regardless of the 
size of the design project. They supported the implementa-
tion and/or the introduction of the methodology in design 
activities. Nonetheless, based on the data obtained from the 
interviews, the following are among the most referred issues 
brought up by the interviewees in regard to implementing 
AD: 
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• Cultural change in organizations 
• Training costs 
• Difficulty in implementation of the methodology 

where there are multi-FR projects 
• Size of the design project in terms of the number of 

FRs and complexity 
• The opinions of the customers involved in the projects 
 
 One of the main reasons for paucity of use of AD in indus-
try is the sheer difficulty of the methodology. It is a theoreti-
cal technique and there is some evidence that it is difficult 
for most designers to fully comprehend. Also, learning the 
methodology is very time-consuming and it may not be pos-
sible for companies to invest time to train their designers.   
 
 The most important obstacle in implementation of any 
new methodology is the cultural resistance of the organiza-
tion. The organizations contacted as well as their customers 
were familiar with and used traditional methodologies such 
as Design for Manufacturing and Assembly (DFMA), Ro-
bust Design, etc. As indicated by some of the interviewees, 
people who are not used to the new methodology are more 
likely to resist. This was also found to be true in this case, 
i.e., resistance to change, especially with AD, which is not 
widely known in industry. One can speculate that a reason 
for the unfamiliarity may be due to its absence in colleges’ 
design curricula, as mentioned by one of the interviewees. 
 
 The methodology also does not provide examples or me-
chanisms to find innovative solutions, such those found in 
the Theory of Inventive Problem Solving (TRIZ) methodol-
ogy. It is also cumbersome to use, especially for large com-
plex projects. Hence, in the words of one of the interview-
ees, it does not become a “winner” when competing for its 
use with other methodologies in the environment, as stated 
earlier, where designers are free to select any methodology. 
On the positive side, evidence shows that the methodology 
being theoretical is useful in design evaluation. Hence, re-
sults show that individual designers use it for this purpose. 
 
 The organizational factors also influence the lack of ac-
ceptance of AD methodology. Contemporary industry uses 
the culture of collaboration among teams and supply chain 
members, i.e., the vendors and customers in all phases of 
design and manufacture. So, as mentioned above, in some 
cases it becomes difficult to implement new theoretic meth-
odologies such as AD.   
 
 The results of the study also showed that Axiomatic De-
sign is a methodology that is recommended to be used along 
with other methodologies. For example, a combination of 
AD and Robust Design is useful, as mentioned by one of the 
interviewees. The application of AD depends on the com-

plexity of the design project or, more specifically, the num-
ber of FRs. The company should not mandate or emphasize 
any one design methodology, AD included.  
 
 The first question in implementing the methodology is 
how and to what degree AD would help the company in its 
product-design endeavor. There must be a clear understand-
ing of the company’s customers, marketplace, and resources 
available to invest. It is recommended that companies first 
start implementing AD in simple projects, i.e., with few FRs, 
to see whether any quality improvement and time and cost 
reduction would be realized. Then, based on the available 
budget, they should select the appropriate training to intro-
duce AD. As the results of the study indicate, if there are 
several design groups and/or too many designers need to be 
trained, the recommended training method would be in-
house workshops. Regardless, the training cost is an impor-
tant factor and its choice depends on a company’s budget 
and available resources.  
 
 The collaboration among various companies and their 
individual preferences in terms of the methodology can be a 
problem. In such cases, it is critical to have an agreement on 
the design methodologies used. Selecting a design method-
ology that may not be familiar to other companies can cause 
misunderstanding and miscommunication, which could in-
crease cost, as was mentioned by P1 at Company A. 
 
 The role of management in supporting the methodology’s 
implementation is crucial. One needs to obtain their support 
to introduce the methodology. As one of the interviewees 
mentioned, “I think you need a management champion who 
believes strongly in the methodology.” Another participant 
stated that the managers would be interested in seeing what 
improvements in terms of cost and cycle time one can 
achieve by implementing any methodology. He believed that 
the managers would not care what methodology one may use 
as long as the methodology is cost-effective and beneficial. 
However, the designers should be interested in trying and/or 
using the new methodology.  
 

Further Discussion 
 
 Often there is commercial software available for imple-
menting different design methodologies. AD is no exception. 
As stated earlier, Axiomatic Design, Inc. is a provider of the 
software, called Acclaro.  All interviewees were either fa-
miliar with this Axiomatic Design software or had used it at 
some point. Yet, they had used other software such as MS 
Excel and MATLAB. The interviewees believed that Ac-
claro was helpful in implementing AD; yet, the version of 
the software the interviewees were familiar with was not 
fully capable of handling designs with many FRs. They be-
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lieved, however, that recent versions of the software would 
perhaps address this issue. The website of Axiomatic Design 
claims that one of their software packages, called Acclaro 
DFSS, is capable of “Implementing Axiomatic Design Qual-
ity framework with the DFSS quality processes of VOC, 
QFD, FMEA, TRIZ, DSM, Pugh concept analysis, and 
more” [11]. Therefore, it seems that the new version of the 
software includes more features and design tools and one 
can use it to help with design projects. Nonetheless, one still 
needs to examine this new version to assess its capabilities 
in handling multi-FR designs as claimed by the software 
company.  
 

Concluding Remarks 
 
    In summary, by definition, Axiomatic Design provides 
guidelines for designers to ensure that the design contents 
would meet design requirements. The designer can gauge the 
design in hopes of meeting the functional requirements using 
various axioms and corollaries, particularly the Independ-
ence and the Information axioms. AD encompasses any de-
sign activity in any context such as manufacturing, software 
development, and so on.  Nonetheless, it seems that AD is 
not known widely in the U.S. Industrial sectors studied here, 
although the literature review indicated the implementation 
of the methodology in a few industries.  
 
    Some of the interviewees mentioned that the designers did 
not seem to learn about AD as a part of their educational 
background. This would result in lack of familiarity with AD 
and so could be one reason for its limited use in industry. 
Yet, the impact of the designer’s educational background on 
the expansion of AD in industry seems to be unknown and 
was not within the scope of the current study. Perhaps a 
combination of AD and TRIZ might provide a broader 
framework for design practices; however, one needs to study 
how these methodologies can be used together to provide 
such a framework. The other main reason for the lack of 
widespread use of AD is the organizational and cultural fac-
tors.  
 

Appendix A 
 

1. Please explain about your position and the 
number of years that you have with your com-
pany, and your work experience in the current 
and previous company (ies). What other posi-
tions/jobs have you held with current and prior 
company (ies)? 

2. In what context do you use AD? (I.e. product 
design and development, process design, prod-
uct/process redesign, mechanical design proc-
ess, etc.). 

3. Do you utilize any other design methodolo-
gies? 

4. How did you initially learn about AD? 
5. Were you involved with the introduction of AD 

in your workplace(s) (i.e. departments, divi-
sions)? 

6. What was the strategy that you used to intro-
duce and implement AD? How long did it 
take? 

7. What is your perception of what the AD users 
think about utilizing it at your company?  

8. Has the number of the AD users in your or-
ganization increased/decreased? Why? 

9. Was the decision on implementing AD an in-
ternal decision (by you or your department) or 
by the top management? In either case, what do 
you think about the management support in 
this regard? 

10. In terms of the method of implementation, 
what methodology and/or strategy do you rec-
ommend to introduce AD in an organization? 

11. Do you recommend AD to be used?  
12. If so, do you recommend to use only AD or in 

combination with other methodologies? 
13. To whom and for what type of design do you 

recommend AD? What about cost or ROI? 
14. Do you implement any AD software? If so, is it 

commercial? 
15. In your opinion, what are the positive and neg-

ative aspects of AD, in terms of 
• Methodology?  
• Implementation? 

16. Overall, please describe your experience and 
perspective regarding AD and its implementa-
tion, advantages, and disadvantages. 

 

Appendix B 
 
    Some example responses from the Interview with P4 of 
Company C: 
 
Questions and responses regarding the extent to which 
Axiomatic Design practiced in the U.S.  
 
In what context do you use AD? 
 
It is a part of DFSS curriculum at the company. AD is used 
in the concept development phase within DFSS. It is used in 
product design to realize where coupling occurs. 
 
Do you utilize any other design methodologies? 
 
DFSS, Pugh analysis, Taguchi method. 
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Has the number of the AD users in your organization 
increased/decreased? Why? 
 
AD is used in the division but not in all others. Nothing spe-
cific observed, though there would be a resistance when in-
troducing a new idea/concept but when people see the bene-
fit, they would not object. 
 
Questions related to advantages/disadvantages that have 
been realized through the usage of AD. 
 
In your opinion, what are the positive and negative as-
pects of AD, in terms of: Methodology and Implementa-
tion? 
 
If one tries to improve design without fundamentally chang-
ing the concept, then AD is a difficult tool to use. However, 
if there is room for innovation and concept modification, 
then AD is very powerful. 
 
Overall, please describe your experience and perspective 
regarding Axiomatic Design and its implementation, ad-
vantages, and disadvantages. 
 
When developing highest FR, one should not have more 
than five or six FRs. Sometimes designers confuse FRs with 
constraints. Also, for the implementation of AD, one needs 
to have a person with authority. 
 
Questions and responses related to factors influencing 
the implementation/non-implementation of AD. 
 
What is your perception of what the AD users think 
about utilizing it at your company? 
 
There were almost no complaints about the methodology at 
the division. The implementation was successful. 
 
Do you implement any AD software? If so, is it commer-
cial? 
 
Yes, Acclaro is the software used. 
 
How did you initially learn about AD?  
Through self-inquiry and workshop. 
 
Were you involved with the introduction of AD in your 
workplace?  
 
Yes 
Questions related to inferences and recommendations for 
implementation of AD. 
 

What was the strategy that you used to introduce and 
implement AD? 
   
Nam Suh was invited to give a talk to chief engineers. Then, 
an in-house workshop was conducted to introduce AD to the 
engineers.  
 
Was the decision on implementing AD an internal deci-
sion (by you or your department) or by the top manage-
ment?  
 
Yes, it was an internal decision. 
 
What methodology and/or strategy do you recommend to 
introduce AD in an organization?  
 
In-house workshop. 
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Abstract  
 
 Because of the global energy crisis, the unpredictability of 
the non-ending price fluctuations of fossil fuels and the 
complexities of construction and maintenance of nuclear 
power plants, wind energy and utilization of wind farms has 
gained an increasing importance and interest. Several wind 
farms are being utilized, the most important of which is the 
example farm power-station. In this power station, all units 
have induction generators with gearboxes of various power 
capacities. In this study, the authors 

1. compared synchronous and asynchronous generators 
of wind farms from the viewpoints of capacity, speed, 
excitation, independent operation, voltage regulation, 
power coefficient control, paralleling with electrical 
power network, impact on the electrical power net-
work during paralleling, cost and power coefficient; 
and, 

2. studied the feasibility of replacing synchronous gen-
erators with synchronous generators, particularly the 
ones with no gearbox, on a test farm. 

 
 Of the four generator types—squirrel-cage induction, syn-
chronous with permanent magnet, induction with winded 
rotor, and synchronous with wired field—the squirrel-cage 
induction and synchronous with permanent magnet types 
offer the best advantages to wind-farm power plants. Com-
paring these two, the synchronous generator with permanent 
magnet was found to be significantly superior to the squirrel-
cage induction generator in terms of higher power coeffi-
cient and higher efficiency. Furthermore, it does not require 
power storage. This study evaluated the replacement options 
for a test farm as a model power station and reviewed the 
various major brands of equipment on the global market. 
 

Introduction 
 
 A wind-farm power plant generally includes the follow-
ing: 

1. Wind turbine and subassemblies 
2. Generators of electrical power 
3. Transformers 
4. Load regulators for the power plant, independent of 

the power network 

5. Other components such as voltage and frequency 
regulators, and regulators of mechanical compo-
nents (brake, direction etc.) 

 Wind turbines that were originally designed for use in 
rural areas were directly connected to generators; that is, the 
generator and turbine had the same revolutions per minute 
(RPM). In modern systems, the turbine is connected to the 
generator via a gearbox that allows variable generator 
speeds, up to four or five times the speed of the turbine, or 
more in some cases. For example, if the turbine rotates at 
100rpm, the generator can have a speed of 400rpm. While 
this reduces the generating cost, it increases the weight (and 
costs) of the wind converter and its tower, and has one-time 
procurement and annual maintenance costs associated with 
the gearbox. In comparison to light-weight systems, heavier 
wind converters cause further difficulties in crane hauling 
and installation on the tower top. One of the advantages of 
direct connection of the turbine and the generator is elimina-
tion of the gearbox and its maintenance requirements. 
 
 In wind turbines, its blades and the generator are generally 
designed for mounting on top of the tower. A power trans-
mission shaft can be used to have the generator installed at 
ground level. Wind–farm generators can produce direct or 
alternating currents. The frequency of the alternating current 
produced by AC generators is directly proportional to the 
rotational speed (RPM) of the turbine, and is required to be 
fixed at 60Hz in the U.S. and 50Hz elsewhere.  
 
 For small wind-farm power stations, the cost of a mecha-
nism for keeping the RPMs at a constant level may be pro-
hibitive. Synchronous generators output AC power but are 
required to meet voltage and frequency standards. This re-
quirement further complicates the design of the turbine 
blades to operate under varying wind velocities. Today's 
technology provides generators that are electronically regu-
lated to produce electricity with a constant frequency under 
variable wind conditions. Through a different method, the 
generator produces DC current that an inverter converts to 
AC. In a widely-used method, the generator's DC output is 
extracted via brushes that contact the commutator of the 
generator. In yet another method, the generator's AC output 
is converted to DC via a diode, hence brushes and commuta-
tor rings are not used.  
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Characteristics of an Optimal Genera-
tor for Wind-Farm Power Plants 
 
    In a wind-farm power plant, the input energy has no sus-
tainable trend, and its variation is dependent on the wind 
velocity, that is, both direction and speed of the wind. The 
regulation of these variations for optimizing the power gen-
erator's input couple is achieved by changing the blades' 
pitch angle, gearbox, etc. Therefore, additional equipment is 
needed to ensure the constancy of the desired characteristics 
of the output power in changing wind velocities, adding to 
the weight of the cost factor. In other words, the generator's 
higher sensitivity to wind variations and resulting effects 
(tensions) add to the overall cost of the system. Selection of 
an optimal wind-farm generator requires the following con-
siderations: 
 

1. The generator should be as simple as possible, 
while tolerating the electromechanical tensions; 

2. It should be capable of operating within a wider 
range of variations; 

3. Maximum controllability of the voltage and fre-
quency should be a built-in characteristic of the ge-
nerator itself; 

4. Control systems should be minimally necessary and 
sufficient and economically justifiable; 

5. Minimum requirements for maintenance are needed 
to be installed at a high altitude; and, 

6. Maximum generating power [1]. 
 
    Based on the previous studies on induction and synchro-
nous AC generators, these kinds of generators are highly 
suitable for wind-farm power plants. 
 

Comparison of Characteristics of 
Synchronous and Asynchronous  
Generators  
 
    Both synchronous and asynchronous generators are suit-
able for wind-farm power plants. However, before selecting 
a generator, it is mandatory to study the operation of the 
generator and the status of the host power network of which 
the generator will be a component. Following is a compari-
son of the characteristics of each type of generator, with a 
view of the case that the asynchronous generator is con-
nected to the power network [2]. 
 

• Capacity: Synchronous generators are suitable for 
high capacities, while asynchronous ones that con-
sume more reactive power are suitable for smaller 
capacities. 

• Speed: Higher speeds create no problems other than 
difficulties in manufacturing synchronous genera-
tors with large capacities.  

• Excitation: Electrical excitation of synchronous ge-
nerators requires coils for exciting field, whereas 
asynchronous ones do not need any coils for excita-
tion because the necessary power for excitation of 
the armature coils can be drawn from the power 
network. Synchronous generators with permanent 
magnets are also free from exciting coils. 

• Independent Operation: Synchronous generators 
can be utilized independently, while the operations 
of asynchronous ones need to be fed with an excit-
ing current from the power network. 

• Voltage Regulation: The output voltage of syn-
chronous generator terminals can be regulated but 
the voltage of asynchronous generators is always 
the same as the voltage of the power network. 

• Power Factor Control: In synchronous generators, 
the power factor of the front and rear phases and the 
reactive power can be controlled. Asynchronous 
generators works with the power factor of the rear 
phase and a condenser is required for any correction 
of the power factor. 

• Paralleling With The Power Network: For synchro-
nous generators, this is a complex control that re-
quires regulation of the voltage, frequency and 
phase. For asynchronous generators, however, the 
control is simpler as paralleling is done only at the 
synch speed.  

• Impact on the Power Network during Paralleling: 
For synchronous generators, no impact is generated 
during connection to the network, but some addi-
tional currents will flow in asynchronous generators 
that produce no voltage before connection to the 
network necessitating consideration of any drop in 
the network.  

• Cost: The Synchronous generators with an electri-
cal exciter are more expensive than asynchronous 
ones, but below 750kw, synchronous generators 
with permanent magnets are less expensive than 
their asynchronous equivalents. For systems above 
750kw, the price is slightly higher but, with respect 
to other advantages, their use may find long-term 
economical justification. Another point to be con-
sidered is that low-speed asynchronous generators 
are generally expensive. 

• Power Coefficient: The standard power factor of 
synchronous generators is 90% of the front phase; 
for induction generators, the power factor is deter-
mined by the wind within 5% to 90% of the rear 
phase. 
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 Winds can be classified into regular and seasonal types 

[3]. On our test farm, the wind is a local, strong wind that 
blows southward from noon to midnight. In this paper, the 
test wind-power plant was used for comparison and a test 
case for evaluation of the advantages of synchronous genera-
tors over asynchronous ones. The first wind turbines with 
500kw power and 37m rotor diameter were installed and 
commissioned in December, 1994. After ten years, the num-
ber of units rose to 50. A new contract has recently been 
signed for installation of twenty, 660kw units. Specifications 
of the units are presented in Table 1. 
 

 Table 1. Technical Specifications of the New Units  

Generator Type Asynchronous. 
With Gearbox 

Rotor Diameter 4 m 
Lower Cutting Speed of the Wind 4 m/s 
Upper Cutting Speed of the Wind 25 m/s 
Nominal Speed of the Wind 15 m/s 
Nominal Power of the Generator 660 kw 
Number of Blades 3 

 
Figures 1 and 2 show the trend for installation and capacity 
expansion from 1995 to 2004. 
 

 
Figure 1. Installed units  

 

 
Figure 2. Installed Capacity  

 
 On the basis of the above discussion and the general glob-
al trend toward synchronous generators, it seems that for 
wind-farm power plants, synchronous generators with per-
manent magnets are superior to electrically excited asyn-
chronous ones. This idea is verified by analyzing global 

trends. All of the existing 50 generators, and even the 20 
new ones, are of the induction type and have gearboxes. A 
survey of maintenance reports clearly indicates that a major 
part of the maintenance work-load is attributable to break-
downs and faults of the gearboxes.  
 
 A comparison of the generators with and without gear-
boxes shows that those with no gearbox have a larger diame-
ter, shorter length, are approximately of equal weight, and 
slightly higher price [4]. Currently, the 1,000kw and 
3,000kw generators with permanent magnets are available 
on the international market. In July, 2004, Mitsubishi started 
operation of the first unit of its wind-farm power plant that 
utilized a synchronous generator with permanent magnets 
and no gearbox. It is interesting to note that it has a higher 
reliability and a lower initial cost. It is also significant that 
both the technical specifications of this generator and the 
wind characteristics suitably correspond to requirements and 
climatic conditions. Besides, the lower cutting speed of the 
wind for this generator is 2.5m/s, while the existing ones 
have a lower cutting speed of 4m/s. Table 2 summaries the 
characteristics of this generator. 
 

Table 2. Specifications of Mitsubishi Generator in Japan 

Generator Type 
Synchronous  

Permanent Magnet 
without Gearbox 

Nominal Power 300 kw 
Rotor Diameter 30 m 
Lower Cutting Speed of Wind 2.5 m/s 
Nominal Speed of the Wind 14 m/s 
Upper Cutting Speed of Wind 25 m/s 

 
 Obviously, this is only one of many choices. Previously, 
the synchronous generators were disadvantaged in economic 
terms and initial costs. Today, the permanent magnet syn-
chronous generators with no gearbox in the capacity range of 
300-600kw and above 750kw have an initial cost that is only 
slightly more that the cost of induction generators. In the 
following, the feasibility of replacing induction generators 
with multi-pole permanent-magnet synchronous generators 
is discussed from six different aspects, the first five of which 
are related to the 20 new generators that are going to be in-
stalled in the near future.  
 

A. Initial Cost 
B. Efficiency 
C. Required surface area 
D. Maintenance cost 
E. Savings in generating power 
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A – Initial Cost 
 
    The initial cost of a 600kw induction generator with gear-
box (Table 2 above) is $263,000 compared to $223,000 for 
Model A of a permanent-magnet synchronous generator with 
a nominal power of 750kw. The price of a 1.5Mw Enercon 
Wind synchronous generator with a permanent magnet was 
quoted at $577,000. At first glance, this initial cost is twice 
that of the currently-selected generators, but any comprehen-
sive analysis and comparison needs to consider other factors 
like efficiency, maintenance costs, reliability, costs of reac-
tive power and, last but not least, the step size for expansion 
of the total output power. Therefore, in order to upgrade 
reliability and full utilization of wind energy, the above 
comparisons are no more than an illustrative example. De-
spite differences in the price of the gearbox or generator 
from one vendor to another, one can reliably assume that, 
currently, the price of any permanent-magnet synchronous 
generator with up to 750kw of power is below the price of 
an equivalent asynchronous generator. Figure 3 is a chart of 
the initial cost [5]-[7]. 
 

 
Figure 3. Initial Cost Comparison 

 

 
 
 
 
 
 
 

 
Figure 4. Efficiency 

 

B – Efficiency 
 
    The efficiency of an average permanent-magnet synchro-
nous generator with no gearbox is 86.6%, while the effi-

ciency of the 20 variable-speed generators with gearbox in-
duction (planned) is 84.3% (see Figure 4). 
 

C – Maintenance Cost 
 
    A major component of maintenance costs comes from the 
gearboxes. All 20 planned generators will have a gearbox, 
while a quick review of the product catalogs of various in-
ternational manufacturers and vendors indicates that the 
maintenance cost of permanent-magnet synchronous genera-
tors with no gearbox is half the cost of equivalent induction 
generators that include gearboxes; this amounts to a large 
savings in maintenance costs and another considerable sav-
ing by elimination of costly shut-downs due to gearbox 
breakdown [6]. 
 

D – Gain of Generating Power 
 
    The following discussion is based on the generator's effi-
ciency. Since 20 units of 660kw will be installed, the total 
output power will be 13,200kw. Due to the efficiency of the 
variable-speed gearbox-type induction generators, the effec-
tive output of these 20 units will be 11,127.6kw. Permanent-
magnet synchronous generators with no gearbox, with equal 
nominal output power, will yield 11,431.2kw; thus, a gain of 
300kw is within reach. If all units are replaced, the gain will 
be considerable. 
 

E – Surface Area 
 
    Following is a discussion of replacing generators with 
respect to surface area. The diameter of the rotor determines 
the distance between wind units. Assuming that the 20 units 
with 4-meter rotor diameters are installed in four rows and 
five columns, the allowable distance between units, then, is 
150 meters. Table 3 shows the technical specifications of an 
800kw generator, model E-48. 
 

Table 3. Specifications of an 800kw Generator, model E-48 
Generator Type Synchronous 

no gearbox 
Nominal Power 800 kw 
Rotor Diameter 48 meter 
Lower Cutting Speed of 
the wind 

3 m/s 

Nominal Wind Speed 13 m/s 
Upper Cutting Speed of 
the Wind 

28 m/s 

  
 A quick calculation indicates that the surface area for the 
above installation is 675,000m2. Since the rotor diameter for 
800kw generators is approximately equal to 1 rotor diameter 
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of the units, then in the same area of 675,000m2, 20 units of 
800kw generators can be installed that will result in several 
advantages: 

• The initial costs of the new units would be ap-
proximately equal to that of the planned ones. 

• The total output power will increase from 13.2Mw 
to 16Mw, a gain of 2.8Mw. 

• The new synchronous generators will be free from 
gearbox maintenance costs, provide higher effi-
ciency and higher reliability, generate no reactive 
power, and allow larger expansion steps, as dis-
cussed earlier. 

 
 The replacement of the planned generators with the 2Mw 
ones will further accentuate the gains (see Table 4) [8].  
 

F – Analysis of Replacement with 
Identical Output Power 
 
 If the 20 units are replaced with units that have power 
outputs of 2Mw, then only 10 units need to be installed; 
whereas, if replacement is made with 660kw units, 30 units 
would need to be installed. Thus, there will be no significant 
advantages and plenty of disadvantages in terms of mainte-
nance cost, reliability, efficiency and output power index. 
Besides, the use of induction generators would require ca-
pacitors for reactive power, further increasing costs. 
 

  Table 4. Technical Specifications of the 2Mw Generator 
Nominal Power 2,000 kw 
Lower Cutting Speed of 
the Wind 

2.5 m/s 

Nominal Wind Speed 13 m/s 
Upper Cutting Speed of 
the wind 

20-25 m/s 

Generator Type Synchronous Perma-
nent Magnet without 
gearbox 

Tower Height 60 meters 
 
 On January 24th, 2004, this generator began its operation 
in Japan. Despite the slightly higher initial cost of a perma-
nent-magnet synchronous generator with no gearbox, its 
numerous advantages make it economically advantageous. 
Currently, the total installed capacity of the farm, excluding 
the 20 units that are planned and other expansion plans, is 
20,980kw or approximately 21Mw. This consists of 18 units 
of 550kw, two units of 500kw, 27 units of 300kw, and three 
units of 6,660kw. Only ten units of the proposed generator 
can replace the existing 50 units. One proposed unit can re-
place seven units of 300kw, thereby reducing the mainte-
nance costs.  

 The present configuration has an output power of 
17,203.6kw at an optimistic efficiency of 82%. Using the 
permanent-magnet synchronous generators that have an effi-
ciency of 86.6%, the output power will increase to 
18,168.7kw, yielding a gain of 965kw, nearly a 1Mw in-
crease in capacity. Additionally, the system will be reactive-
power-free and not have related capacitor banks. The squir-
rel-cage generators, with connection to the power network, 
have a lower power index. Their maintenance costs is t times 
that of the generators with no gearbox. In summary, the use 
of permanent-magnet synchronous generators of 1Mw and 
above is both economically and operationally advantageous, 
and also why global trends support their use. 
 

Summary and Proposals 
 
 This paper considered the power generation of a test farm 
as a case study, but its conclusions seem to be valid for all 
wind farm-power stations around the world. Among the 
squirrel-cage induction generators, induction generators with 
a coiled rotor, synchronous with a coiled field and synchro-
nous with a permanent magnet, two types are more advanta-
geous for wind farms: the squirrel-cage and permanent-
magnet types. The test farm utilized the squirrel-cage type, 
while the permanent-magnet type had higher advantages, 
including a higher-power coefficient and efficiency, and 
elimination of capacitor banks. 
 
 Table 5 summarizes the previous discussions about the 
various generators in the wind farms. Consequently, the fol-
lowing proposals are presented: 
 
• For capacities of up to 750kw, due to lower initial costs, 

replacement of the induction generators with synchro-
nous generators seems logical. 

• Above 1Mw, despite the slightly higher initial costs, the 
use of synchronous generators seems economically jus-
tifiable. 

• Since the wind turbines have a 20-year life, it seems 
advisable to replace the units that are older than ten 
years, and consider synchronous generators for new in-
stallations. 
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Table 5. Comparison of the Various Generators for Variable Speed Turbines    √: Advantage    ×: Disadvantage 
Squirrel-cage  

Induction 
Induction with coiled 

rotor 
Synchronous with coiled 

field 
Synchronous with Per-

manent Magnet 
√ Simple and Robust ×Complex Structure ×Complex Structure √Simple and Robust 
√Reliable ×Slipping rings for DFIG ×Slipping Rings √Reliable 
√No Slipping Rings √No Slipping Rings for 

BDFG 
×Regular  
Maintenance 

√No Slipping Rings 

√Low Maintenance High Cost ×High Cost √Low Maintenance 
√Low Cost ×Large and Heavy ×Large and Heavy √Low Cost 
×Low efficiency √High efficiency with 

DFIG 
√High efficiency in a 
wide range of load 

√Small and lightweight 

×Low power  
coefficient 

×Low power  
coefficient 

√High power  
coefficient 

√High power  
coefficient 

×Narrow speed range √wide speed range √wide speed range ×Narrow speed range 
√Flat Torque ×Wavy Torque √Wide-range torque  
  √Flat Torque  

Control and Regulation 
  √No need for  

Capacitors 
 

×Needs Capacitors ×Needs Capacitors √Ease of Voltage Control √No need for  
Capacitors 

×Complex Voltage Con-
trol with static generator 

×Complex Voltage Con-
trol with static generator 

√Quick Torque  
Control 

 

×VAR or Capacitor ×VAR or Capacitor √Easy control of Power 
Coefficient and reactive 
power 

 

√Stable operation in  
Unstable conditions 

√Can be used as starter  
Motor 

  

√Can be used as starter  
Motor 

 √Can be used as  
recovery break 

 

Inverter Requirements 
×Large Scale Inverter √Inverters for 25% to 

50% of nominal power 
×Large Scale Inverter ×Large Scale Inverter 

√One controlling  
inverter 

×Two controlling invert-
ers 

√One controlling  
inverter 

√One controlling  
inverter 

√Simple inverter  
control 

×Complex inverter con-
trol 

√Simple inverter  
control 

√Simple inverter  
control 

1 rectifier +  
1 inverter 

 1 field controller +  
1 inverter 

1 Rectifier +  
1 inverter 
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Abstract  
 

There has been a sustained interest among researchers and 
network operators in providing quality of service (QoS) over 
the Internet. As an essential tool for supporting QoS, devel-
opment of effective and scalable admission control is an 
important topic of research.  Over the years, various admis-
sion-control schemes have been proposed that claim to scale 
well in a network environment where the network core is 
kept relatively simple and processing burdens are pushed to 
the edges of the network. This study surveyed selected ad-
mission-control schemes of this type.  The contribution of 
this study is an introduction of new classifications of admis-
sion-control schemes, which is based on locations where the 
key admission-control mechanisms are implemented in a 
network.  The survey of the literature was conducted in light 
of location-based classification of admission controls and 
details the workings of schemes, discusses their contribu-
tions, and identifies areas of further development. 
 

Introduction 
 

Admission control is a process through which a network 
node determines whether to accept a new flow request or 
deny it. It is a traffic management tool through which the 
load on a network is controlled. The admission decision is 
made based on several criteria: 1) the current and future 
availability of network resources, 2) the impact of admission 
decisions on the existing flows, and 3) the policy control 
implemented by the network administrator. 

 
Admission control is essential when the network promises 

service guarantees or levels of service assurances. The goals 
of the admission control are to protect the performance ob-
jectives of the existing flows, deny any requests the network 
is unable to provide for, and accept as many new flows as 
the network can commit to.  
 
A. Classical Admission Control 
 

Admission control has been a topic of strong interest 
among researchers for many years. Research activities were 
particularly active when ATM standards were emerging. 
ATM employs a connection-oriented, hop-by-hop admis-
sion-control scheme as follows: A call is requested from a 
user to the network by means of signaling. The signaling 
message carries a profile of the requested call, referred to as 

a traffic descriptor, which details the characteristics of the 
generated traffic such as peak rate and delay requirement. 
Upon receiving the call request, the network node executes 
an admission test by examining the traffic descriptor against 
the current state of the node. If enough resource is available, 
the node admits the new call and forwards the request to the 
downstream node. The downstream node, in turn, executes 
an admission test and decides whether to admit the requested 
call or not. This process is repeated until the call request 
reaches the destination. 

 
In order to make a sound admission decision, each node 

maintains the state of all calls established through the node. 
This information is updated every time a new call is added 
or an existing call is terminated. Due to a large amount of 
state information required at each node, concerns have been 
raised regarding resource usage efficiency and the scalability 
of such admission processes. 
 
B. Integrated Services and RSVP 
 

Successful deployment of ATM networks inspired re-
searchers and engineers to build IP networks capable of QoS 
support, similar to that of ATM. Much of the knowledge and 
experience gained from ATM has been incorporated into the 
design of new IP networks. Integrated Services [1] and 
RSVP [2] are the outcomes of their effort and define the core 
specifications for QoS-enabled IP networks. The combina-
tion of IntServ and RSVP gave hope for the QoS support on 
IP networks. As with ATM, IntServ architecture aims to 
provide service guarantees through resource reservation. 
Through RSVP, it employs end-to-end signalling to commu-
nicate QoS parameters for the reservation of resources. 
However, on this type of architecture, each reservation of 
resource requires a state to be maintained at every node 
along the path of an end-to-end flow. It has been said that 
such architectures may not scale well due to heavy process-
ing overhead and large memory consumption required to 
maintain those flow states. Considering the rate at which the 
size of Internet is growing and the number of hosts being 
added, the concentration of flows within the core routers can 
be a real issue and the management of individual flow states 
will become increasingly difficult. A mechanism that simpli-
fies the operations of the network core is desired. 
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C.  Differentiated Services Architecture 
 

To remedy the scalability problem of IntServ with an 
RSVP approach, differentiated services [3] have been pro-
posed. DiffServ achieves the scalability by relieving the 
network core from resource-intensive operations and placing 
the complexity at the edge routers. Specifically, classifica-
tion and conditioning of packets is performed only at the 
edges of the network. DiffServ does not employ hop-by-hop 
signaling in order to avoid the maintenance of per-flow state 
swithin the core of the network.  Instead, flows with similar 
profiles are aggregated at the edge routers so that the core 
routers only need to handle bundles of flows.  
  

DiffServ supports class-of-service differentiations. In or-
der to maintain the promised level of service, the amount of 
traffic accepted at each class, especially at higher levels of 
classes, must be limited. Otherwise, the Service Level 
Agreement between the user and the network will be vio-
lated [4]. Thus, there is a need for admission control. In or-
der for the edge nodes to make sound admission decisions, 
they must receive feedback from other parts of the network. 
DiffServ specification makes no mention of how this is to be 
done. 
 
D.  Multiprotocol Label Switching 
 

Multiprotocol Label Switching (MPLS) [5] is an evolving 
and expanding set of protocols developed by IETF.  MPLS 
can be seen as a combination of different feature sets from 
ATM, IntServ, and DiffServ.  This is achieved through the 
creation of a unidirectional signaled path, known as Label 
Switched Path.  Label Switched Path is established by 
RSVP-based call control, known as RSVP-TE. MPLS aims 
to provide QoS-enabled transmission paths over the Internet. 
MPLS employs encapsulation of packets with short descrip-
tors known as labels at the entry nodes of the MPLS net-
work. The label determines which QoS class the packet be-
longs to and where it will be forwarded to. The same label 
will be placed on all packets that belong to the same QoS 
class and the same forwarding destination.  

 
MPLS is gaining wide acceptance as a WAN protocol-of-

choice and replacing Frame Relay and ATM-based WANs. 
It is used to transport Voice Over IP (VOIP) traffic and ex-
tend Ethernet LANs over the Internet. The strengths of 
MPLS include the seamless support of IP packets with QoS 
support, ability to operate through segments of network that 
do not support MPLS, and scalability afforded by the im-
plementation of labels and simple operations at the core of 
the network.  MPLS is protocol agonistic in that the payload 
of the labeled packets may be of any type, such as Ethernet 
frames or ATM cells.  MPLS is designed specifically for 

those protocols that do not support QoS natively, such as IP. 
MPLS allows multiple layers of label encapsulations to al-
low tunneling through different administrative MPLS do-
mains.  Because MPLS uses RSVP-based call control, it 
inherits the same strengths and weaknesses of RSVP. 
 

There is a need for admission control that scales well in an 
environment where core routers are kept relatively simple 
and processing burdens are pushed to the edges of the net-
work.  This study surveyed admission-control schemes re-
cently proposed, all of which claim to offer some level of 
scalability. The remaining sections of this paper are organ-
ized as follows: Section 2 classifies the admission-control 
schemes and scheduling algorithms in several categories. 
Section 3 surveys the admission-control schemes being pro-
posed in recent years and describes the goals, approaches, 
contributions, and shortcomings of each scheme; Section 4 
concludes the survey. 
 

Classifications of Admission Control 
and Scheduling Algorithms 
 

This section describes the classifications of admission-
control schemes and scheduling algorithms.   

 
A.  Parameter-Based vs. Measurement- 
    Based Admission Control 

 
Admission-control schemes are generally classified as ei-

ther parameter-based or measurement-based approaches. In 
either case, users request service from the network by send-
ing flow specifications. Flow specifications describe the 
nature of packet flows (e.g. peak rate) and requirements for 
packet handling within the network (e.g. loss rate). The net-
work uses parameters specified in the flow specifications to 
compute how much resource it must set aside in order to 
support the requested flow. The admission decision will be 
made by comparing the required resource against what is 
available on a node. 

 
The differences between the two approaches exist in the 

way the allocated resource on a node is being estimated. In 
parameter-based admission control, the node computes its 
reserved resource by keeping track of parameter values in 
flow specifications at each flow establishment and termina-
tion. With this approach, the amount of allocated resource is 
a discrete function and the network node knows exactly how 
much resource is used or reserved at any given time. The 
strength of this approach lies in its ability to provide hard 
guarantees to each flow being accepted. One of the short-
comings is that it does not use the resource efficiently. The 
worst-case scenario is typically used to compute the resource 
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reservation requirements to assure hard guarantees. Once the 
resource is marked as reserved, it is no longer available for 
new flows that request guaranteed service.   

 
Under the measurement-based approach, the resource con-

sumed by existing flows on a network is estimated by meas-
uring the actual traffic flow. It applies statistical principles to 
assess the current and very-near-future state of the network. 
Expressed by way of confidence level, it can predict a likeli-
hood of being able to support a requested level of service 
based on the traffic pattern of the past. Using this informa-
tion, a network node decides whether to admit a flow or re-
ject it. This approach is shown to have much better utiliza-
tion of network resources than the parameter-based one. 
However, measurement-based admission control does not 
provide hard guarantees.  

 
The level of assurance this approach gives is based on the 

past history; the applicability of confidence level depends on 
whether the traffic pattern will remain similar to that of the 
past. Since the network is not immune to sudden changes in 
its environment (e.g. traffic pattern changes, link failures), 
the measurement-based approach may be effective only on 
stable networks. Another shortcoming of this approach is 
that it requires an accumulation of a long history. In order to 
yield a high utilization, the confidence interval at a given 
confidence level must be kept short. This requires many 
samples. Without a long history, admission decisions must 
be made with a very conservative view of the unused re-
sources. 

 
In recent years, admission-control schemes that are hybrid 

between parameter-based and measurement-based ap-
proaches have been investigated [4], [6], [12], [14]. They 
incorporate past history (i.e., measurements) to adjust the 
reserved bandwidth (i.e., parameters) of flows. Due to their 
duality, the strengths of either approach may mitigate the 
weaknesses of the other.  Because of this unique property, a 
hybrid approach to admission control is gaining interest. 

 
B. Stateful vs. Stateless Scheduling 
  Algorithms 

 
The manner in which the arriving packets are queued and 

processed at each network node, referred to as scheduling, 
can have a significant impact on the way the admission con-
trol is carried out.  Scheduling algorithms are generally clas-
sified as stateful or stateless for the purpose of scalability 
discussion.  Stateful algorithms require maintenance of indi-
vidual flow state at every node along the path of a flow. Ex-
amples of stateful-scheduling algorithms include Fair 
Queueing [7], [8], Virtual Clock [9], and their variants such 
as Weighted Fair Queueing [8] and Jitter-Virtual Clock [4]. 

These algorithms have been developed for the support of 
guaranteed service as their primary objective. They give 
precise control over the treatment of individual flow and can 
provide bounds on bandwidth allocation and end-to-end de-
lay. The major drawback of stateful schedulers is that they 
require maintenance of per flow QoS state of all flows at 
each network node. Due to the size of and the complexity 
involved in the management of QoS state information, the 
scalability of this approach has been challenged. When a 
stateful scheduler is deployed in a network, admission con-
trol makes use of individual QoS state maintained at each 
node and determines whether the node has sufficient re-
sources to meet the demands of the newly-requested flow. 

 
Stateless-scheduling algorithms, on the other hand, main-

tain no QoS state at any part of the network. FIFO and LIFO 
queueing are examples of stateless algorithms. Since it re-
quires no state maintenance, it is scalable. However, it does 
not provide the control necessary to support various QoS 
requirements. The Internet, for the most part, is composed of 
network nodes supporting stateless-queueing algorithms. 

 
In recent years, a new type of scheduler has been added to 

the above. It is called core-stateless scheduling.  Core-
stateless scheduling aims to provide a similar level of QoS 
control offered by stateful algorithms, yet tries to achieve 
network scalability comparable to one offered by stateless 
algorithms. In core-stateless algorithms, the edge nodes 
maintain QoS states of individual flows, but the core routers 
do not. The core routers may maintain aggregate-level in-
formation that assists in controlling flows, depending on the 
implementation. The elimination of individual flow states 
from the core routers is made possible by embedding the 
QoS states in each packet header. There have been some 
novel ideas proposed using this scheduling mechanism. 
Core-Stateless Fair Queueing [10], Core-Jitter VC [4], and 
Virtual Time Reference System [11] are examples of core-
stateless algorithms. They are further explained later in the 
survey section of this paper. 

 
C. Location Based Classification of 
  Admission Control 

 
A contribution of this study is the introduction of location-

based classification of admission-control schemes.  It is a 
new classification based on locations at which the key ad-
mission-control algorithms are applied.  According to loca-
tion-based classification, admission-control algorithms pro-
posed in recent years are classified into the following five 
categories: admission control at 1) edge nodes (Edges), 2) 
central node (Central), 3) ingress node (Ingress), 4) egress 
node (Egress), and 5) end-user station (End-to-End).  The 
taxonomy of admission-control schemes is given in Figure 1. 
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Figure 1. Taxonomy of admission-control schemes 
 
Admission control at edge nodes (i.e., Edges) lessons the 

processing requirements of core routers through flow aggre-
gation at network edges. Core routers process and maintain 
only the aggregate flow reservation information. Through 
aggregation, overhead reduction is made possible by fewer 
signaling-message exchanges and less call-state mainte-
nance.  Aggregation of RSVP [13] belongs to this category. 

 
Admission control at central node (i.e., Central) employs a 

master server that performs admission-control functions on 
behalf of all routers in a network. By off-loading resource-
intensive services, core routers become lightweight. Band-
width Broker [12] uses this approach.   

 
Admission control at ingress node (i.e., Ingriss) enables 

core routers to make admission decisions without needing to 
maintain individual flow states. Ingress node measures the 
rate of packet arrivals for each individual flow and inserts 
this information in each packet header. Core routers read this 
information and accumulate them per aggregate flow.  Thus, 
the core routers only maintain aggregate flow states and are 
able to make admission decisions at an individual flow basis. 
Dynamic Packet Sate (DPS) [4] uses this approach.   

 
Admission control at egress node (i.e., Egress) pushes the 

complexity to the egress routers so that no per-flow states 
need to be maintained in the core of the network. Egress 
routers construct profiles of flows by monitoring the packet 
arrivals and departures. By measuring delay experienced by 
each packet, egress routers estimate the dynamically chang-
ing network load. Based on this information, the egress rou-
ters make admission decisions. Egress admission control 
[14] belongs to this category. 

 
Admission control at the end-user station (i.e., End-to-

End) uses a form of in-band signaling to estimate the avail-
ability of network resources. The admission decision is typi-
cally made by end users, rather than the network. Prior to 
sending data traffic, an originating end user sends a stream 
of packets at a constant rate for a short period of time. The 

receiver measures the arrival pattern of probing packets and 
returns the summary statistics. Upon receiving the summary 
information, the sender decides whether the network is ca-
pable of carrying the requested load. Scalable Reservation 
Protocol [15] and others [16]–[18] belong to this category. 

 

Survey of Admission-Control 
Schemes 

 
In light of location-based classifications of admission-

control schemes described above, this section surveys se-
lected admission-control schemes. 

 
A.  Admission Control at Ingress Node 

 
Dynamic Packet State (DPS) [4] is an ingress-node based 

admission-control scheme and employees a core-stateless 
scheduler. Its goal is to make admission decisions for new 
flows without maintaining individual flow states in the core 
of the network. DPS also aims to achieve end-to-end per-
flow delay and bandwidth guarantees on a network, where 
only the edge routers perform per-flow management. To 
meet these goals, DPS uses a packet-header marking tech-
nique, where the ingress node encodes state information on 
the header of each packet. The core nodes apply control to 
packets according to their header markings. DPS proposes 
two innovative schemes, one in admission control and the 
other in scheduling. How these schemes work is described in 
subsequent sections. 

 
DPS’s admission-control scheme is comprised of two al-

gorithms: 1) per-hop admission control and 2) aggregate 
reservation estimation. The former is parameter-based, while 
the latter is measurement-based. Each algorithm independ-
ently computes an estimated reserved bandwidth of aggre-
gated flows. These estimates should be very close, if not the 
same. However, under certain conditions, deviations from 
the true reserved bandwidth are observed on each of the two 
algorithms in opposite directions. One algorithm estimates at 
a higher rate than the true reserved bandwidth and the other 
estimates at a lower rate. The first algorithm does not ac-
count for the duplicate reservation requests. This can lead to 
an under-utilization of a link due to inflated estimation of the 
reserved bandwidth.  

 
The second algorithm does not include the effects of new 

calls being admitted in the middle of an estimate cycle. This 
results in estimating the reserved bandwidth at a lower rate 
than the actual rate. The results from these two algorithms 
are reconciled at the end of a fixed interval and arrive at one 
value that better reflects the true reserved bandwidth. The 
goal of admission control in DPS is to estimate a close upper 



 
 

 
 
A SURVEY ON ADMISSION-CONTROL SCHEMES AND SCHEDULING ALGORITHMS                                                                                      95 
 

bound on a reserved aggregate rate so that a deterministic 
guarantee can be made to those calls being accepted, while 
minimizing over-reservation.  DPS proposes a scheduling 
algorithm that provides service guarantees at levels compa-
rable to IntServ on DiffServ-like environments. This sched-
uling algorithm is called Core-Jitter Virtual Clock (Core-
Jitter VC). It is a non-work conserving scheduling algorithm.  
 

Core-Jitter Virtual Clock is a variant of Jitter Virtual 
Clock (Jitter VC). The primary difference between the two 
algorithms is that Core-Jitter VC is a core-stateless-based 
scheduler, while Jitter VC is a stateful scheduler. Core-Jitter 
VC provides the same delay guarantee as Jitter VC at an 
end-to-end path, but not at intermediate routers.  Jitter VC 
has been proven to provide the same level of guarantee as 
Weighted Fair Queueing (WFQ) [19]. Thus, Core-Jitter VC 
also provides the same guarantee as WFQ at the end-to-end 
path. 

 
Jitter VC and Core-Jitter VC, are based on a packet-header 

marking and queueing architecture, where each router in a 
path of a flow reads and re-marks packet-header information 
for queueing and scheduling purposes. They employ a delay-
jitter-rate-controller unit [20] for queueing purposes and a 
Virtual-Clock scheduler for scheduling purposes. A packet 
entering into a Jitter-VC router or a Core-Jitter-VC router 
will be held in a waiting room by the delay-jitter-rate-
controller until it becomes eligible for transmission. Once 
the packet is released from the waiting room, Virtual-Clock 
scheduler services them in order of their earliest deadline. 
Each packet is given a deadline by which it must leave the 
Jitter-VC server or the Core-Jitter-VC server. 

 
In order to better explain the workings of Core-Jitter VC, 

Jitter VC is described first. For the kth packet of flow i, its 
eligible time ,

k
i je  and deadline  ,

k
i jd  at the jth node on its 

path under the Jitter-VC algorithm are computed as follows: 
 

1 1
, ,i j i je a= 1

, , , 1 ,max( , )   , 1, 1k k k k
i j i j i j i je a g d i j k−

−= + ≥ > (4) 

, , ,    , , 1
k

k k i
i j i j

i

ld e i j k
r

= + ≥   (5) 

 
where ,

k
i ja  is the arrival time,   k

il  is the packet length, and  

, 1
k
i jg −  is the amount of time between the packet’s deadline 

and the actual departure time. At every packet departure at 
every router, this g  value is computed and recorded in its 
packet header and read at the subsequent router. A sample 
time diagram of packets going through a series of Jitter-VC 
servers is depicted in Figure 2(a).  The shaded area depicts 
delays experienced by the second packet at each node.   
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Figure 2. The time diagram of packets through (a) Jitter-
VC servers and (b) Core-Jitter-VC servers 

 
Jitter VC is a stateful service because, by equation (4), 

each router must maintain the deadline,   1
,
k
i jd −  , of a previ-

ously received packet when it computes the eligibility time,  
,
k
i je  , of an arriving packet from the same flow. 
 
Core-Jitter VC improves upon Jitter VC and makes the 

scheme stateless. It does so by removing the term 1
,
k
i jd −  from 

the equation (4) and introducing a new term,  k
iδ , a slack 

variable, instead, which holds the following property: 
 

1
, , 1 , ,  1k k k k

i j i j i i jd g g jδ −
−+ + ≥ >  (6) 

 
With the above definition, the eligibility time of a packet 

at the jth node can be computed as follows—compare it to 
equation (4): 

 
1

, , , 1 ,   1k k k k
i j i j i j ie a g jδ−

−= + + >  (7) 
 
The details of how the actual value for the slack variable 
k
iδ  is determined are given by Stoica and Zhang [4]. A 

sample time diagram of packets going through a series of 
Core-Jitter-VC servers is depicted in Figure 2(b). Observe 
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that the slack time,   δ  , is a fixed value for all participating 
nodes in flow i for the kth packet. 

 
The strengths of DPS include its ability to guarantee 

bandwidth and delay bound-through Core-Jitter VC. The 
proposed admission-control algorithm is robust in the pres-
ence of network failures and partial reservation since the 
algorithm to estimate the reservation rate does not remember 
the past beyond the period, TW . DPS’s largest contribution is 
that it is the first of its kind to demonstrate that there is a 
way to provide a hard guarantee on bandwidth and delay 
requirements without maintaining individual flow states in 
the core of the network. DPS proposed a noble idea of in-
serting individual flow states in the header of packets so that 
the core nodes don’t have to maintain them.  DPS inspired 
others in developing new schemes based on this premise 
[11], [21]. 

 
While DPS offers guaranteed services without individual 

flow-state maintenance at core routers, the overall scalability 
gained from this architecture remains a question. Insertion 
and interpretation of state information in every data packet 
can be an expensive operation. Indeed, there is a concern 
that DPS may be transforming all data packets into control 
packets such that core nodes must pay extra attention to 
every packet they receive regardless of its type. Core-Jitter 
Virtual Clock scheduler requires both ingress and core nodes 
to monitor and alter the header of every data packet that tra-
vels through. For admission control, only the ingress router 
writes to the packet header, yet core routers must read and 
process every data packet. Since the control information is 
embedded in the data packet headers, all packets become 
essential to the healthy operation of the network. Consider-
ing the parameter-based QoS model, where only the control 
packets need extra attention from the routers, DPS’s new 
approach could potentially add higher processing demands 
on network routers. 

 
Another drawback of DPS’s admission control is that it 

requires insertion of dummy packets at the ingress router 
when there is no data flow. Dummy packets must be injected 
in the network every time there is a gap between data pack-
ets, which is larger than the maximum inter-packet arrival 
time TI.  TI is typically a small window compared to the pe-
riod TW used to compute the aggregate reserved rate. This 
type of approach works well for those applications that gen-
erate traffic at a constant bit rate and always terminate the 
reservation as soon as the transmission is over, such as te-
lephony. DPS’s admission-control scheme may not appeal 
strongly to other types of network applications. If the source 
is silent for an extended period of time, constant bit-rate 
dummy packets must be inserted into a network at 1 / TI rate. 
This could result in wasted bandwidth because even the best-

effort traffic cannot take full advantage of unused band-
width. 

 
B.  Admission Control at Central Node 

 
Bandwidth Broker (BB) [12] belongs to the centrally-

controlled admission-control approach that aims to provide 
scalability in the network by off-loading the routers’ control-
plane functionalities to a master server known as a Band-
width Broker. Bandwidth Broker maintains QoS-state in-
formation for all flows of every router within a designated 
domain. Network routers perform only the data-plane func-
tionalities (i.e., packet forwarding), in addition to the ex-
change of QoS-related information of each flow with Band-
width Broker. 

 
Bandwidth-Broker architecture is built upon the Virtual 

Time Reference System (VTRS) [11]. It is classified as a 
core-stateless scheduling scheme, where the core routers in 
the network do not maintain individual flow states. VTRS is 
a framework on which guaranteed services can be offered in 
a network without mandating that a specific scheduling algo-
rithm (e.g., Core-Jitter VC) be employed. It consists of three 
logical components: a packet state carried by packets, edge-
traffic conditioning at the network edge, and a per-hop vir-
tual-time reference and update mechanism at the core rou-
ters. 

 
VTRS was inspired by the work presented in Dynamic 

Packet State (DPS) [4], where the core-stateless approach 
was first introduced. VTRS is an extension to DPS; how-
ever, VTRS has unique and significant contributions beyond 
what DPS proposed. First, it established generalized mathe-
matical expressions that bound end-to-end delay and band-
width requirement for the support of flows that travel 
through core-stateless routers. Second, framework defined in 
VTRS is generic enough that it not only expresses delay 
bounds and sustainable rates of a flow through core-stateless 
schedulers, but also through stateful schedulers (e.g., WFQ) 
as well as stateless (e.g., FIFO) schedulers. Third, the 
framework allows mixing of rate-based and delay-based 
schedulers in the path of a flow. Fourth, it introduced two 
new work-conserving core-stateless scheduling algorithms: 
Core Stateless Virtual Clock (CSVC), which is rate-based 
and Virtual Time Earliest Deadline First (VT-EDF), which is 
delay-based.  

 
Consider the path of a flow j on a network, traversing h 

hops of routers. Suppose that q routers execute rate-based 
scheduling and h – q routers employ delay-based schedulers. 
Packets entering the network will be shaped at the edge node 
and move through a series of core nodes. Delays that the 
packets experience will be at the shaper and at each core 
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node. Then, the total delay of end-to-end path of flow j, 

2
j

e ed , is 
 

2
j j j

e e shaper cored d d= +  (8) 
 
For simplicity, we do not consider the delay experienced 

at the shaper in this paper. It suffices to say that j
shaperd  var-

ies by the type of shaper being used and the maximum delay 
that can be bounded. Zhang gives an example of delay ex-
perienced at the shaper using a dual token-bucket regulator 
[12]. 

 
The delay experienced at core nodes is bounded by 
 

,max
1

2 1 1
( 1 )

j
h hj j

e e i ij i i

Ld q h q d
r

π ψ−

= =
= + − + +∑ ∑  (9) 

 

The term 
,maxj

j

Lq
r

 represents the delay experienced at 

rate-based routers and ( 1 ) jh q d−  represents the delay ob-

served at delay-based routers.    1

1

h
ii

π−

=∑  is the total propa-

gation delay and iψ  is the error term of node i , which has 
the following property: 

 
, ,ˆ ˆj k j k

i i if v ψ≤ +  (10) 
 

where ,ˆ j k
if  is the virtual finish time of packet k in flow j at 

node i. It means that the targeted packet-departure time in a 
virtual time line is the latest time the packet may leave the 
node and still meet the delay requirement.    ,ˆ j k

iv  is the actual 
finish time (i.e., actual packet departure time) of packet k in 
flow j at node i. 

 
Having achieved the bandwidth and delay guarantees 

through VTRS on core-stateless network, the designers of 
VTRS enhanced its scalability further by moving the QoS-
related control functions out of core routers to a master serv-
er known as a Bandwidth Broker. Bandwidth Broker is 
composed of three service components: policy control, QoS 
routing, and admission control. Policy control determines 
which hosts and applications are allowed to access the net-
work. QoS routing selects a path that fulfills the require-
ments of a requested flow. Admission control determines the 
eligibility and feasibility of the requested flow by consulting 
the policy control and QoS routing control. 

 

Bandwidth Broker (BB) suggests that by moving the ad-
mission-control function from the core routers to a central 
server, several positive outcomes can be expected. First, it 
further alleviates the core routers from burdensome process-
ing and making them potentially more efficient. Second, 
service guarantees can be made for both per-flow and aggre-
gate flows. Third, by decoupling the QoS-related functional-
ities of control plane from core routers, it may be possible to 
introduce new guaranteed services without requiring soft-
ware or hardware upgrades at core routers. Fourth, it allows 
the execution of sophisticated and optimized admission con-
trol for the entire network, which might have been difficult 
under the hop-by-hop admission control. Fifth, the problem 
of inconsistent QoS states observed in the hop-by-hop reser-
vation mechanism can be lessened. Sixth, through the physi-
cal separation of control- and data-plane functionalities, is-
sues in control plane (e.g., scalability of Bandwidth Broker) 
can be dealt separately from the issues in data plane. Sev-
enth, admission control can be performed at an entire path 
level, as opposed to a local level as done by the hop-by-hop 
approach, and could reduce the complexity of admission-
control algorithms. Finally, BB addresses the effects of dy-
namic join and leave of individual flows to and from an ag-
gregate flow and incorporates such effects into the admis-
sion-control algorithm. 

 
There are several open issues with the design of Band-

width Broker. While it addresses the core routers’ scalability 
issues well, it does not elaborate much on the Bandwidth 
Broker’s scalability issues. The amount of flow state infor-
mation the Bandwidth Broker must manage could increase 
dramatically as the size of the network grows. There is a 
mention [12] that this problem can be alleviated by employ-
ing multiple Bandwidth Brokers in distributed fashion. This 
is contrary to one of the original motives of BB, where it 
tries to avoid the problem of inconsistent network view, 
which is often introduced by the distributed approach. 

 
There also may be a potential delay incurred when the 

concentration of communications to and from the Bandwidth 
Broker becomes severe.  Though it is convenient to have 
policy and QoS-routing information on-hand for admission 
decisions, performing all three tasks for the entire network 
can be demanding and it warrants a careful feasibility study.  
Finally, there is always a danger of a single point of failure, 
which results not only in an inability to make admission de-
cisions, but also in loss of all QoS-related control-plane 
functionalities, which Bandwidth Broker provides. 

 
C. Admission Control at Edge Nodes 

 
Aggregation of RSVP reservations [13] belongs to the 

edges-based admission-control approach and it aims to pro-
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vide scalability in the network core by aggregating reserva-
tion requests of individual flows at the edge nodes. Individ-
ual flows between the same pair of source and destination 
nodes can form an aggregate. It is an extension to RSVP 
specifications. The primary focus of this approach is on the 
reduction of RSVP message exchanges, which leads to con-
servation of memory and processing power at those loca-
tions where the volume of individual flows may be heaviest. 

 
The scheme employs two techniques to achieve its goals: 

suppression and aggregation of reservation messages. Indi-
vidual-flow RSVP requests are suppressed at the ingress 
node by altering their protocol ID. The subsequent nodes in 
the routing path will not see these packets as reservation 
messages, except at the egress node. When the packets reach 
the egress node, they will be restored to their original IDs. 
As the egress node alters the protocol ID of reservation 
packets for individual flow, it computes the total bandwidth 
requested from each flow. Once the requests reach a certain 
total bandwidth, the ingress node initiates an aggregation 
and sends an AGGREGATE PATH message to downstream 
nodes. Upon receiving this message, the egress node returns 
an AGGREGATE RESERVE message and nodes in the path 
commit the reserved resource for the aggregate flow. Each 
node in the downstream path marks an appropriate amount 
of resources for reservation. 

 
RSVP Reservation Aggregation is a logical and natural 

extension to the existing RSVP. The main contribution is 
that RSVP will be able to signal AGGREGATE PATH and 
RESERVE messages and that the core routers need not 
maintain per-flow states any longer. 

 
Anticipated resource savings can be large when the num-

ber of aggregated flows is substantially fewer than the indi-
vidual flows. It will work well in an environment where 
there are many end stations that are networked together with 
a few edge routers, such as VPN. On the other hand, when 
the scheme is applied to a network, where the number of 
edge routers is large and the distribution of flows is evenly 
spread among all edges, resource savings may not be as 
large as the previously-described environment due to lack of 
concentrations. Service-provider networks typically belong 
to the latter type. Furthermore, when the number of aggre-
gate flows increases to a substantial volume, they face simi-
lar problems to having many individual flows. 

 
The scheme presented in RFC 3175 allows only those in-

dividual flows with the same source and destination pair to 
form an RSVP aggregate. This is different from DiffServ 
aggregation, where any flow can form an aggregate, regard-
less of addresses, so long as they are marked with the same 
DS Code Point.  

 

RFC 3175 points out that frequent modifications to the 
bandwidth reservation of aggregate flows due to additions 
and terminations of individual flow can lead to a large num-
ber of reservation updates. This is contrary to the base as-
sumption that fewer reservation messages are generated 
when individual flow requests are aggregated. On the other 
hand, infrequent updates to the reserved bandwidth of an 
aggregate flow can result in wasted bandwidth, since a large 
block of resources will need to be reserved to absorb tempo-
ral bandwidth fluctuations. Thus, there is a trade-off between 
scalability of the scheme and efficient use of bandwidth.   
 
D.  Admission Control at Egress Node 

 
Egress Admission Control [14] performs data collection 

and admission decisions at the egress router. It processes 
reservation messages only at the network edge (egress rou-
ter) and uses continual passive monitoring of a path to assess 
its available resources. It models the network as a black-box 
system, where a flow of packets arrives at one end of the box 
(ingress node), goes through the box (core nodes), and 
comes out at the other side of the box (egress node). All oth-
er flows on the network are modeled as interfering cross-
traffic of the measured flow. Using this block-box model, 
Egress Admission Control aims to develop envelopes that 
accurately characterize the upper bounds on arrival and ser-
vice processes through measurement at the egress node. A 
unique characteristic of these envelopes is that they implic-
itly include the effects of cross traffic that are not directly 
measured at the egress point and implicitly prevent other 
egress points from admitting flows beyond an acceptable 
range. By applying the extreme theory [22] to the measured 
envelopes, it estimates the end-to-end service availability of 
a certain traffic class. This estimate is used for making ad-
mission decisions. 

 
Egress Admission Control constructs envelopes for arrival 

process and service process. All edge nodes are synchro-
nized with each other using Network Time Protocol [23] and 
they time stamp every packet entering the network. When 
packets reach the egress node, the time stamp in the packet 
header is read and an arrival envelope, known as peak rate 
envelope [24], which captures the behavior of the peak rate 
of the arrival process, is constructed. The peak rate envelope 
is constantly updated at a short fixed interval. At a longer 
time scale, changes in the envelope are measured, expressed 
as variance, and used to compute the confidence interval of 
the peak-rate envelope. 

 
The service envelope describes the behavior of the worst 

rate of service process. When packets arrive at an egress 
node, it examines each packet’s header and computes the 
delay it experienced. Using this information, the egress node 
constructs the trace of maximum time required to service a 
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certain number of bits, called minimum service envelope. 
The variance observed by the changes in the service envelop 
in a longer time scale is used to compute the confidence in-
terval. 

 
When a new flow is requested, using its declared peak rate 

and delay bound, adding it to the measured peak rate arrival 
envelope, the admission test will compare this value against 
the measured service envelop, taking into account variances, 
and determine if statistically enough bandwidth exists 
through the network. 

 
Consider a black-box system that has a measured peak ar-

rival envelope with mean ( )R t  and variance 2 ( )tσ .  As-

sume it has a minimum service envelope with mean ( )S t  

and variance 2 ( )tψ .  Suppose a new flow request arrives 
with the peak-rate envelope r(t). Then, through the extreme 
theory [14],   ( )R t  and ( )S t  are Gumbel distributed and the 
flow can be admitted with delay bound D at confidence level 
of Φ(α), if 

 
2 2 2( ) ( ) ( ) ( ) ( ) 0tR t tr t S t D a t a t t Dψ+ − + + + + <    

                                                                0 t T≤ ≤   (17) 
 

( )lim ( ) ( ) limt t
S tR t r t

t→∞ →∞+ ≤  (18) 

 
Egress Admission Control has several noteworthy proper-

ties. First, since it employs a measurement-based algorithm, 
there is a potential for an efficient use of network bandwidth. 
Second, it does not require core nodes to process resource 
reservation messages or store any information associated 
with flows. Third, it does not assume or require any specific 
scheduling mechanism in the network and that multiple 
queueing disciplines can co-exist. Fourth, route pining, a key 
ingredient for deterministic service, is not fundamentally 
required. Fifth, egress routers can perform admission control 
on traffic aggregates and do not need to store or monitor per-
flow traffic conditions. 

 
While the approach is novel and elegant, the scheme is 

vulnerable to sudden traffic-pattern changes. Since the tech-
nique used to make admission decisions is based on statisti-
cal inference through measurements, the scheme will work 
best in an environment where the network is stable, the pat-
tern of traffic is relatively unchanging, the amount of traffic 
added or subtracted at each flow admission or termination is 
much smaller than the overall traffic being carried, and the 
size of the network is large. On the other hand, if this 
scheme is applied to a network composed of few nodes with 

hap-hazard traffic patterns, it can result in an unpredictable 
and unacceptable outcome. Since the accuracy of this 
scheme is closely tied to the network condition, it would be 
difficult to establish contractual agreements between the user 
and the service provider. Furthermore, the scheme will not 
work on the very first flow on any given pair of edge nodes 
because it does not have past history to construct envelopes 
for admission tests. It will not hold up well when there are 
sudden changes in the traffic flow such as node and link 
failures. A lengthy convergence period may be observed 
after significant changes in the state of the network occur. 

 
Since the scheme does not explicitly de-allocate the re-

sources at flow termination, it is difficult for the network to 
distinguish whether a flow has been terminated or the source 
of a flow is being silent temporarily. Once a source becomes 
silent or sends traffic below the declared sustained rate for a 
period of time, it may need to re-initiate a flow request or 
send some type of control packet to restore its state. In order 
to do this, the source must maintain a timer and the timer 
must be set with some understanding of the behavior of the 
network. This could add further complexity not only on the 
network nodes, but also on the end systems. The scheme 
does not provide any graceful or intelligent way to drop 
packets when the load exceeds the anticipated limit. No pro-
visioning for correcting the initial assessment of traffic in an 
explicit manner is given either. 

 
It also implicitly assumes that the traffic sources always 

generate some packets for the duration of the reservation. If 
a flow is admitted at a certain peak rate but is silent for a 
long time, the scheme will admit other flows during the si-
lent period, resulting in overbooking, and packet drops could 
be observed when the silent source restarts the traffic gen-
eration. 
 
E. Admission Control at End-User 
  Stations 

 
There are several versions of end-to-end measurement-

based schemes proposed thus far [15]–[18]. In this section, a 
system proposed by Karlsson and Ronngren [18] is re-
viewed. 

 
The goal of this end-to-end measurement-admission 

scheme is to bound the loss probability of packets in high-
priority flows. A host wishing to establish a low packet-loss 
flow probes the network prior to sending data. Information 
gathered through probing is used to make an admission deci-
sion at the source host. Probing is performed as follows: a 
source host transmits blocks of packets for a period of time 
at the peak rate of the flow it wishes to establish. Each pack-
et contains information regarding the probing, such as probe 
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duration and transmission rate. Upon expiration of the probe 
duration, the destination host returns a packet, which con-
tains a measurement report such as the number of probing 
packets received. Based on the measurement report, the 
source host makes the admission decision. 

 
The proposed service architecture employs simple queue-

ing and scheduling mechanisms at each node. Data and 
probing packets belong to the controlled-load service and are 
allocated a certain portion of the link capacity. Within the 
controlled-load service, there are two partitions: high-
priority queue and low-priority queue. Data packets are 
queued at the high-priority queue and always serviced prior 
to the low-priority queue packets. Probing packets are 
queued at the low-priority queue. All remaining packets be-
long to the best-effort traffic and are queued at the best-
effort queue. This queue is serviced only when there are no 
packets in the controlled-load service. 

 
The end-to-end measurement-based approach is by far the 

simplest of all the admission-control schemes surveyed in 
this study. The processing required by end system for the 
probing is light. The queueing and scheduling mechanisms 
necessary at each node are straightforward, and no flow state 
needs to be maintained in the network. 

 
Due to its simplicity, the scheme is unable to provide so-

phisticated services. The proposed scheme can only give a 
statistical bound on the packet loss; delay is not considered 
by the admission control as it offers no guarantee since the 
source makes no requests to the network and the network 
makes no reservations for the probed flow. Bandwidth 
blocking could result in a highly contentious environment, 
where probing packets are generated at a high bandwidth 
rate compared to the remaining bandwidth of controlled-load 
service. Suppose there are multiple hosts wishing to estab-
lish sessions. Some hosts may request flows at a higher rate 
than the remaining bandwidth of controlled-load service, 
while others may wish to establish flows at a lower rate. 
Obviously, the attempts to establish flows at higher rates 
than the available bandwidth will not succeed. The slower 
rate flows should be accepted, so long as enough bandwidth 
remains in the controlled-load service. Under this type of 
condition, even the slower rate probing packets can be af-
fected due to congestions in the controlled-load service and 
may not be able to receive the requested service. 

 
In terms of bandwidth-use efficiency, it is desirable to 

keep the probing period as short as possible. However, a 
short probing period may not capture the average state of the 
network and may result in overbooking or under utilization. 
There is also an uncertainty in the probability of packet loss 
if this scheme were applied on a network without a route 

pinning, yet there was no mention of it in the literature re-
viewed. 

 

Conclusion 
 
There has been a sustained interest and effort in designing 

mechanisms to offer guaranteed services on IP networks. 
Admission control is one of the essential tools in supporting 
QoS. MPLS has received much attention as a promising 
transport architecture that could offer service differentiations 
in large-scale networks. The development of effective and 
scalable admission-control schemes and accompanying 
scheduling algorithms suitable for MPLS networks has be-
come an important topic of research. 

 
In this paper, the author introduced a location-based clas-

sification of admission-control schemes, a new taxonomy for 
admission-control schemes that compliments the traditional 
parameter-based and measurement-based admission-control 
categorization. In this new classification system, parameter-
based and measurement-based admission-control schemes 
are further categorized into 1) edges-based, 2) centrally-
controlled, 3) ingress-based, 4) egress-based, and 5) end-to-
end-based. The author also surveyed various admission-
control schemes in light of location-based classification sys-
tems in order to better understand their suitability for MPLS 
networks. The analysis summary is given in Table 1. 

 
Table 1. Summary of analysis of admission-control schemes 
based on location classifications 
 

Location  Admission  Scheduling  Pro / Con 
Edges  Parameter  Stateful  Guarantee / Lim‐

ited in scope 
Central  Hybrid  Stateful,  

Stateless, 
Core‐
Stateless 

Flexible schedul‐
ing / Single point 
of failure 

Ingress  Hybrid  Core‐
Stateless 

Guarantee / May 
not scale 

Egress  Hybrid  Any  Mathematically 
modeled / Not 
proven to work 

End‐to‐
End 

Measure‐
ment 

Any  Simple / No 
guarantee 

 
Each scheme asserts some level of scalability. Indeed, 

there are some novel ideas proposed and elegant approaches 
presented.  Yet, every one of them has at least one signifi-
cant shortcoming that prevents it from being deployed over 
the Internet.   
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Admission controls that are hybrid, whose control mecha-
nisms are placed at an ingress node or central node, have 
characteristics that are more promising for future develop-
ment than others.  In subsequent studies, the author plans to 
design an admission-control scheme that builds upon those 
foundations, yet exceeds in its scalability when compared 
with those evaluated in this study. 
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